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A series of observing system simulation experiments has been performed to assess the potential impact of marine surface wind data on numerical weather prediction (NWP) of remotely sensed surface wind data. The motivation for this was the promise of obtaining such data in quantity from the potential impact on numerical weather prediction (NWP) of remotely sensed surface wind data. For comparison purposes a parallel experiment was conducted to assess the impact of proposed observing systems on numerical weather prediction. The effects of nominal SASS errors were placed in the lowest active level (945 mbar) of the model. The temperature sounding experiment assimilated error-free data fabricated along actual Nimbus orbits. Forecasts were made from the resulting analysis fields, and the impact of the simulated satellite data was assessed by comparing these forecasts with those of the control forecasts. When error-free winds were assimilated by using a localized successive correction method (SCM), the impacts in extratropical regions proved to be substantial, especially in lower tropospheric quantities such as surface pressure. In contrast, a less sophisticated assimilation method resulted in negligible impact. The assimilation of error-free sounder data (again by the SCM) gave impacts comparable to the wind data, suggesting that surface wind data alone may be as valuable as temperature soundings for numerical weather prediction. The effects of nominal SASS errors (±2 m/s in magnitude, ±20° in direction) on the impacts derived from wind data were found to be small.

1. INTRODUCTION

The objective of the study reported here is to assess the potential impact on numerical weather prediction (NWP) of remotely sensed surface wind data. The motivation for this was the promise of obtaining such data in quantity from the scatterometer on Seasat-1 and follow on satellites. At the time the study was initiated (and as of this writing) an adequate volume of real data was not available so the methodology employed here is that of observing system simulation experiments. For comparison purposes a parallel experiment was conducted with simulated Nimbus temperature sounding data (for which there is experience with real data [e.g., Ghil et al., 1979]). Since the advent of the Global Atmospheric Research Program (GARP), a large number of simulation studies have been conducted to assess the impact of proposed observing systems on numerical weather prediction [see, e.g., the review by McPherson, 1975]. By and large these studies have proceeded by comparing a 'nature run' produced with a general circulation model (GCM) with a similar run where the initial conditions are altered by the addition of random errors. Such a procedure gives an unrealistic distribution of initial errors and leads to error growth curves in simulated forecasts unlike those found in actual forecasts. In particular, the errors show an initial decrease, as gravity waves act to smooth these random perturbations. Nitta et al. [1975] reported observing system simulation experiments (OSSE) that included more realistic initial error specifications.

In the present study, care has been taken to duplicate the actual distribution of information in the conventional observing system, thus shifting the emphasis from accuracy of the data to the data coverage. This is an important consideration in assessing satellite observing systems since experience with sounder data [Ghil et al., 1979] has shown that improvements in forecasts due to satellite-derived information are due less to a general error reduction than to the ability to fill data-sparse regions.

The study reported here concentrates on the evaluation of the observing system simulation experimental design and on the assessment of the potential of remotely sensed marine surface wind data. The concept of 'measuring' marine surface wind by using a radar scatterometer to measure the radar return signal from surface capillary waves has been proven on Skylab [Cardone et al., 1976]. The results of that experiment indicated that scatterometer-derived wind measurements are at least as accurate as conventional ship reports, including those from ocean station vessels. A more advanced scatterometer (SASS) was flown on Seasat-1 [Grantham et al., 1977]. (Seasat-1 was launched on June 26, 1978, and stopped transmitting on October 9, 1978, after acquiring global data over a period of 99 days.) While fundamentally the scatterometer measures some property of the sea surface (e.g., capillary wave roughness, surface stress), it has been shown on the basis of numerous experiments that the measurement can be defined operationally as one of the surface layer wind speed and direction, referred to a stated anemometer level (usually 19.5 m) and to neutral atmospheric stability [see, e.g., Jones et al., 1978]. The design goal for accuracy of SASS measurements is ±2 m/s, or 10% of the speed, whichever is greater, for wind speed, and ±20° in wind direction. Preliminary evaluations of SASS [e.g., Jones et al., 1979] suggest that the design accuracies have been achieved.

Scatterometer-derived winds should be well suited to numerical weather prediction, since the winds represent spatial averages over typical grid boxes in NWP models, whereas conventional measurements of marine surface wind from buoys, weather ships, and transient ships are averaged over...
too short an interval to be so representative. Nevertheless, the data are novel, and it is not known presently how to exploit best such measurements and how much improvement in environmental forecasts can be expected.

The satellite simulation experiments reported here are idealized. In most of the simulations, the scatterometer data are assumed to be error free. The data are also assumed to be representative of the lowest active layer of the GCM, implying perfect knowledge of the planetary boundary layer. An idealized sounder simulation experiment was performed assuming perfectly retrieved temperatures. Finally, the experiments are idealized because of their 'identical twin' nature, which means that, in effect, the forecast model has perfect physics and sufficient resolution. This will be discussed further below.

2. EXPERIMENTAL DESIGN

The experiment requires four elements:

1. A nature run to provide a complete record of the state of the model atmosphere. This record is used both to fabricate 'observational' reports and to evaluate analyses and forecasts.

2. A control assimilation that is like an operational forecast-analysis cycle based on conventional observations, except that it makes use of fabricated data to produce the analyzed fields.

3. A satellite assimilation that differs from the control in including fabricated satellite data in the forecast-analysis cycle.

4. Forecasts produced from both control and satellite initialized conditions. Comparison of these forecasts provides an assessment of the impact of the satellite data.

Nature run. All time integrations were made with the Goddard Laboratory for Atmospheric Sciences (GLAS) GCM, essentially as described by Somerville et al. [1974], except that the present version employs the split grid [Halem and Russell, 1973] illustrated in Figure 1. Equatorward of 60° the grid spacing is 4° of latitude by 5° of longitude. At 60° the longitudinal spacing doubles and at 78° it doubles again. A sigma coordinate system with nine levels is employed in the vertical; note that the lowest level, level 9, is at approximately 945 mbar over the oceans. In the satellite assimilation experiments, wind data will be inserted at this level. Many of the statistics used to evaluate the experiment are based on the level 5 zonal wind (U5); over the oceans, level 5 is very nearly the 500-mbar level (Figure 1). The forecasting ability of this model has been documented in a number of places [Baumhefner and Downey, 1976; Druyan et al., 1975]; its skill was found to be comparable to other large forecasting models, such as the operational model at the National Meteorological Center (NMC).

The nature run is a month-long model integration starting from initial conditions for February 1, 1976, taken from the NMC analyses. The choice of initial conditions is somewhat arbitrary; a northern hemisphere winter month seemed a good choice because of the greater meteorological activity. This particular choice enables us to compare the simulation statistics with real data statistics derived from actual forecasts made with the GLAS GCM during the same period [Ghil et al., 1977]. Of course, it is necessary to base the experiment on a synthetic version of 'nature' rather than on reality because the goal is to study the effects of observational data that are not presently available. To be able to fabricate such data, all the basic model variables were saved for each grid point (3300 points) at each 10-min time interval.

Control assimilation. The control assimilation resembles the forecast-analysis cycle employed by operational meteorological centers, though it is not our intention to duplicate the procedures of any given operational center. This would be difficult since such procedures recently have undergone rapid changes, primarily to accommodate satellite data. For example, NMC has begun to incorporate cloud tracked winds and has switched from a 12-hour to a 6-hour cycle. The control experiment was designed to serve as a baseline against which one or more types of remote sensing data can be evaluated. Thus we have chosen to restrict the control to conventional data by excluding remote sensing measurements, such as cloud-tracked winds. Winds from a scatterometer or an operation polar orbiter may be viewed as an alternative to low-level cloud-tracked winds since they provide greater accuracy, systematic global coverage, and more straightforward processing. Also, since all of the satellite data in our experiments are assimilated continuously, we have chosen to remain with a 12-hour analysis cycle.

At each synoptic time (0000 GMT and 1200 GMT) a first guess at the state of the atmosphere based on a model forecast from the previous synoptic time is corrected on the basis of observational data. The cycle was initiated with a first guess field taken from the nature run for February 15, 1976. This provides a poorer first guess than the usual 12-hour forecast; it is comparable to starting with climatology. (The adjustment time to an asymptotic error level will be discussed in section 3.) The nature run was used to simulate observations at the lo-
ponents may be effectively filtered out by properly averaging. A good estimate requires enough observational data needed to specify the initial state of a GCM. The GCM calculation involves only scales greater than or equal to the grid mesh size. Subgrid scale phenomena are not explicitly represented; they are parameterized. On the other hand, observations are point measurements: Components at all scales contribute to the measured value. Since spectra of atmospheric variables show appreciable power at subgrid scales, a single observation does not give a good estimate of the value appropriate to a GCM grid point. This is true even if the location in space-time of the observation coincides with the grid point location. A good estimate requires enough observational data influencing a grid point value so that subgrid scale components may be effectively filtered out by properly averaging the available data.

The error to be added to the interpolated value is thus of the same magnitude as the error made by taking a single observation as representative of the grid box value. The magnitude of this error will therefore depend on the size of the grid mesh. Estimates of the error value may be made on the basis of a number of recent studies of the spatial covariances of meteorological fields. From Wilcox and Sanders [1976] and Bruce et al. [1977] we estimate the appropriate rms temperature error to be 2.25 K while from Bauer [1976] we estimate the rms errors in each component of the horizontal wind vector to be 4.5 m/s. All of these error values are relative to a grid spacing of about 400 km, consistent with the models 4° × 5° grid. We were unable to locate a similar study for surface pressure so for this variable we adopted the GAR error limits of 3 mbar. For simplicity, all errors were taken to be uniform random. It should be emphasized that these errors are not analysis errors; one would expect the analysis error to be less in data rich regions because each grid point is influenced by a number of observations so that the smaller scales tend to be filtered. The average analysis errors in the experiments are shown for selected regions and variables in Table 1. Errors are lowest over the well-observed Eurasian land mass. The North America verification region extends to 86°N and so includes a significant data sparse area making the errors somewhat larger than Eurasia. The analysis error for the United States alone is similar to Eurasia. All ocean areas exhibit substantially larger errors. Bengtsson and Morel [1974] suggested grid point analyses errors of 1.3 K and 2 m/s over land. The raw temperature error given above (2.25 K) is consistent with theirs if one assumes that four radiosondes influence each grid point directly (i.e., are within a mesh length of the point). With the same assumption we estimate a wind analysis error over land of 2.6 m/s; we believe 2 m/s is too low.

We have greatly simplified the structure of the error by taking it to be spatially uniform. For example, Bruce et al. [1977] show that the temperature error tends to be larger near the ground, decreases with height to about 500 mbar level and then increases again. One also expects horizontal variability to differ due to topographic inhomogeneities. We didn't feel that the actual error structure is sufficiently well known to justify such refinements. It is interesting to note that the analysis error exhibits spatial structure beyond what is introduced by the distribution of data points (viz. zonal wind at level 9 (U9) versus that at level 5 (U5) in Table 1, though there also is somewhat more wind data at level 9 (−945 mbar) than level 5 (−500 mbar)). This is attributable to spatial differences in the quality of the first guess field supplied by the model 12-hour forecast.

In summary, we believe the errors introduced to be realistic. Though the surface pressure error is unrealistically large the density of surface stations in most regions makes the analyses error only slightly high. Insofar as the errors deviate from reality it is preferable that they be high since there is no way for these experiments to account for errors due to model physics or resolution.

Satellite assimilation. Four separate satellite assimilations were performed. In each, the control forecast-analysis cycle described above was duplicated. Three Seasat 'surface' wind experiments were performed in which the control run assimilated (1) error-free winds by the direct insertion method (PW-DIM); (2) error-free winds by the successive correction method (PW-SCM); (3) winds to which were added nominal SASS wind speed and direction errors, by the SCM (EW-SCM); (4) error-free temperature soundings following a Nimbus orbit, by the SCM (PT-SCM).

In the Seasat assimilations, simulated scatterometer wind
data is introduced into the control analysis/forecast cycle at each 10 min model time-step. Model grid points that fall within the scatterometer swath during a timestep are determined by simulating the expected Seasat 1 orbit. At time, $t$, the line of subsatellite points covered from time $t - 5$ to $t + 5$ min is first determined. The scatterometer senses a swath on each side of the orbital track; each swath starts at a point 200 km from the subsatellite point and extends out to 700 km.
Fig. 3. Typical coverage of reporting upper air stations at (a) 0000 GMT and (b) 1200 GMT.

from the subsatellite point. Figure 4a shows a typical pattern of grid points covered in 3-hour period; Figure 4b shows the total number of grid points covered in the 12-hour between synoptic times. In the experiment, data is inserted at ocean points only since the scatterometer does not provide wind data over land. When the scatterometer footprint is entirely over oceans, approximately 20 grid points are covered in each 10 min timestep.
The simulated error-free wind data is assimilated into the model in two ways. In one experiment (PW-DIM), the direct insertion method (DIM) was used, and the wind components at level 9 at the appropriate grid points were simply replaced by the satellite wind components. The PW-DIM experiment is at level 9 at the appropriate grid points were simply replaced free wind data were assimilated by successive correction techniques. In a separate experiment (PW-SCM), the error the control analysis is applied to the level 9 windfield at each insertion step; the wind components given as satellite data are treated as observations. The analysis procedure serves to extend the influence of the data to neighboring grid points including those land points that fall within the scan radii. The implementation of DIM and SCM in the GLAS GCM are described in detail by Cressman [1959].

The implementation of a statistically based 'optimal interpolation' scheme [Gandin, 1963; Phillips, 1976; Ghil et al., 1977; Ghil et al., 1979] was considered and rejected. The SASS data tends to be uniformly distributed in space, and, out of ignorance, we are compelled to assume a uniform error structure in the data. In such a case the SCM is very similar to the optimal interpolation scheme, a point noted by Cressman [1963] (also see Ghil et al. [1977], who interpret the SCM as an optimal interpolation scheme with a diagonal covariance matrix). Since the expectation is that the results of statistical assimilation schemes would differ little from those for the SCM, and since such methods are much more expensive and difficult to implement [cf. Ghil et al., 1979], it was decided not to use them in this simulation study. We would expect that statistical methods will prove superior to the SCM when applied to actual scatterometer measurements because such methods are better able to compensate for complex error structure in the data as well as for patches of missing data.

The temperature sounding experiment (PT-SCM) simulated the addition to the control run of perfect temperature soundings, retrieved at the locations of actual Nimbus 6 HIRS and SCAMS soundings during February 1976. The soundings are grouped in 10-min intervals. Temperatures are simulated at mandatory pressure levels at the sounder locations by using the 'nature run' and the interpolation scheme documented in Halem et al. [1978]. The simulated temperatures were assimilated by the SCM as in Ghil et al. [1979].

Forecasts. Five sets of forecasts were made. One used initial conditions resulting from the control assimilation, while the other four were from initial conditions of the PW-DIM, PW-SCM, EW-SCM, and PT-SCM assimilation runs. Each set of forecasts consisted of five forecasts from 0000 GMT on days 5, 10, 15, 20, and 25, except that the nominal wind error assimilation was run to day 15 so only three forecasts were possible. Five days appears to be the minimum separation that allows the statistics of successive forecasts to be independent. Each forecast was verified against the nature run.

<table>
<thead>
<tr>
<th>Region</th>
<th>$T_9$ (K)</th>
<th>$P_{90}$ (mbar)</th>
<th>$u_9$ (m s$^{-1}$)</th>
<th>$u_3$ (m s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0000 GMT</td>
<td>1200 GMT</td>
<td>0000 GMT</td>
<td>1200 GMT</td>
</tr>
<tr>
<td>Eurasia</td>
<td>0.9</td>
<td>0.9</td>
<td>0.7</td>
<td>0.9</td>
</tr>
<tr>
<td>North America</td>
<td>1.2</td>
<td>1.2</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>North Atlantic</td>
<td>1.1</td>
<td>1.1</td>
<td>0.9</td>
<td>1.6</td>
</tr>
<tr>
<td>North Pacific</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>2.8</td>
</tr>
<tr>
<td>Tropical oceans</td>
<td>1.1</td>
<td>1.1</td>
<td>0.9</td>
<td>2.7</td>
</tr>
<tr>
<td>South America</td>
<td>2.1</td>
<td>2.1</td>
<td>1.5</td>
<td>3.7</td>
</tr>
</tbody>
</table>

3. RESULTS OF CONTROL ASSIMILATION AND FORECASTS

In this section we will describe some of the characteristics of the control assimilations and forecasts. We defer comparisons of the control and satellite results to the following sections. All variables in all regions show a large initial error due to the poor set of initial conditions used as the first guess field. These analysis errors are sharply reduced after the second synoptic insertion (day 0, 1200 GMT) and, in most cases, reach their asymptotic values in about 5 days (cf. Table 1). All oceans have sparse wind and upper air data so that the winds take approximately 10 days to reach their asymptotic values.

Because of the identical twin nature of these experiments (i.e., the forecasts and assimilations are done with the identical model physics and resolution used to generate the nature run) there is the danger that the errors and error growth curves will be unrealistically low. It is difficult to assess the effect of this on the possible impact of additional data: On the one hand, an unrealistically good control forecast will be hard to improve upon; on the other hand, an unrealistically good satellite assimilation will do a better job of advecting the added data.

The mean analysis errors for the period February 11 to February 24 is shown for all regions and all variables studied in Table 1. Of particular interest is the realism of the level 9 windfield in the control analysis, since this is the field most directly corrected by the assimilation of wind data. The control field surface wind errors may be compared with estimates of the errors in operational marine surface windfields. Cardone et al. [1976] evaluated the accuracy of surface winds diagnosed from operational Fleet Numerical Weather Center (U.S. Navy) analysis products against standard synoptic wind measurements at the Ocean Station vessels in the North Atlantic. In 756 comparisons the root mean square (scalar) wind difference between analyses and weather ship winds was found to be 4.1 m/s. The true error in the conventional surface windfield analyses was estimated to be about 3.3 m/s, when the errors in the standard weather ship wind measurements were accounted for.

The recent deployment of NOAA data buoys around the United States coastline has provided opportunity for more accurate assessment of marine windfield errors there. Overland and Gemmill [1977] evaluated four different ways of specifying surface winds from an operational NMC analysis, against data buoy measurements in the New York Bight. The best diagnostic technique yielded scalar wind errors of about 2.4 m/s. Cardone [1978] extended that study to all buoys along the U.S. east, gulf, and west coast and found rms errors in wind speed of 2.9 m/s for all areas combined (2029 cases). The above studies are quite consistent, verifying the expected degradation in marine windfields as one proceeds further away from the coast. In the light of these studies, the wind errors shown in Table 1 for the control appear to be realistic.
Figure 4. Model grid points intercepted by the simulated scatterometer scan pattern for the Seasat-I orbit segments for February 9. (a) 2100-2400; (b) 1200-2400 GMT. (No data is obtained for points over land.)

Figure 10 shows the spatial distribution of the error in the control level 9 windfield. The plot shows both the magnitude and direction of the vector difference in level 9 wind between control and nature, at 0000 GMT February 10. It is typical and shows the spatial coherency to the error patterns; data gaps produce large areas of the oceans where vector errors as high as 7-8 m/s are evident. Figure 10 is remarkably similar to difference plots described by Cardone et al. [1980], which were
derived from analysis of real extratropical cyclones in the North Pacific.

Figure 5 shows the error growth averaged over the five control cases of the 500 mbar geopotential height over North America. The other curves in Figure 5 are the average error in 11 real forecasts made during February 1976 with the same model used in the present study [Quirk and Atlas, 1977]. For these real forecasts the errors are much higher when the verification is against the NMC analysis than when it is against an analysis generated with the same model and grid. The simulation study error growth rates are comparable to those that obtained for the real forecasts when these are verified against the model generated analysis.

We conclude that the errors and error growth rates in our experiments are realistic but note that we are able to reach this conclusion by choosing favorable standards of verification: The simulation error is increased by comparing with the nature run rather than an analysis and the real error is reduced by comparing with an analysis derived from the same model.

4. COMPARISON OF CONTROL AND SATELLITE FORECASTS

In this section, the 72-hour forecasts made from control and satellite initial states at 0000 GMT on February 5, February 10, February 15, February 20, and February 25 are compared. The comparisons are made in terms of growth of rms error in level 9 zonal wind ($U_9$), level 5 zonal wind ($U_5$), and surface pressure ($P_s$) for each case. In addition, subjective evaluation of isobaric sea level pressure charts is given for the control and SCM forecasts made from February 10.

The results of the PW-DIM experiment generally confirmed our expectation that direct insertion of level 9 winds would have no significant impact on analyses and forecasts. This experiment will not be considered further. The assimilation of error free level 9 winds by successive correction (PW-SCM) resulted in discernable positive impacts on analyses and forecasts.

Table 2 displays rms errors relative to nature in $P_s$ and $U_9$ for individual forecasts from the control, PW-SCM and PT-SCM initial states, with the statistics sorted by day and region. Statistics for $U_5$ and for other regions (Eurasia, North Atlantic, South America) were similarly prepared and studied. The errors for day 0 represent the errors in the initial states. Because of the small sample size, we did not attempt to establish

**Table 2.** Comparison of 3-Day Forecast Surface Pressure (Top) and Level 5 Zonal Wind (Bottom) Errors from Control (C), Perfect Wind (SCM), and Perfect Temperature Sounding (PT) Initial States

<table>
<thead>
<tr>
<th>Region</th>
<th>Day</th>
<th>February 5</th>
<th>February 10</th>
<th>February 15</th>
<th>February 20</th>
<th>February 25</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>SCM</td>
<td>PT</td>
<td>C</td>
<td>SCM</td>
</tr>
<tr>
<td>Surface Pressure Error (mbar)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latitude, 30° to 86°</td>
<td>0</td>
<td>0.9</td>
<td>0.7</td>
<td>0.8</td>
<td>0.8</td>
<td>0.7</td>
</tr>
<tr>
<td>Longitude, 0° to 165°</td>
<td>1</td>
<td>2.5</td>
<td>2.1</td>
<td>2.8</td>
<td>2.7</td>
<td>2.5</td>
</tr>
<tr>
<td>Land</td>
<td>2</td>
<td>3.6</td>
<td>2.8</td>
<td>3.7</td>
<td>3.5</td>
<td>2.9</td>
</tr>
<tr>
<td>(North America)</td>
<td>3</td>
<td>3.4</td>
<td>2.9</td>
<td>3.3</td>
<td>4.2</td>
<td>3.1</td>
</tr>
<tr>
<td>Latitude, 30° to 86°</td>
<td>0</td>
<td>2.0</td>
<td>1.0</td>
<td>1.7</td>
<td>1.5</td>
<td>1.0</td>
</tr>
<tr>
<td>Longitude, 275° to 60°</td>
<td>1</td>
<td>4.3</td>
<td>3.4</td>
<td>3.7</td>
<td>2.9</td>
<td>2.1</td>
</tr>
<tr>
<td>(North Pacific)</td>
<td>2</td>
<td>4.5</td>
<td>3.7</td>
<td>4.0</td>
<td>3.9</td>
<td>2.8</td>
</tr>
<tr>
<td>Latitude, 26° to +26°</td>
<td>3</td>
<td>5.4</td>
<td>4.6</td>
<td>5.1</td>
<td>4.8</td>
<td>3.2</td>
</tr>
<tr>
<td>Longitude, 0° to 35°</td>
<td>1</td>
<td>1.6</td>
<td>1.7</td>
<td>1.3</td>
<td>1.5</td>
<td>1.4</td>
</tr>
<tr>
<td>Water</td>
<td>2</td>
<td>1.5</td>
<td>1.7</td>
<td>1.6</td>
<td>1.6</td>
<td>1.5</td>
</tr>
<tr>
<td>(Tropical Oceans)</td>
<td>3</td>
<td>1.9</td>
<td>1.7</td>
<td>2.2</td>
<td>1.8</td>
<td>1.7</td>
</tr>
</tbody>
</table>

**Level 3 Zonal Wind Error (m/s)**

| Latitude, 30° to 86° | 0       | 3.4 | 2.0 | 2.1 | 2.3 | 1.6 | 1.6 | 2.2 | 1.4 | 0.9 | 2.4 | 1.4 | 1.4 |
| Longitude, 0° to 165° | 1       | 3.8 | 3.0 | 2.9 | 4.6 | 3.8 | 3.5 | 2.3 | 1.9 | 1.4 | 3.6 | 2.2 | 2.2 |
| Land              | 2       | 5.5 | 4.5 | 5.0 | 7.2 | 5.4 | 4.8 | 3.0 | 2.8 | 2.4 | 4.3 | 3.6 | 2.8 |
| (North America)   | 3       | 7.1 | 5.3 | 6.6 | 8.3 | 7.0 | 6.7 | 3.9 | 4.3 | 3.6 | 5.3 | 4.7 | 3.5 |
| Latitude, 30° to 86° | 0       | 8.2 | 5.6 | 6.5 | 4.4 | 3.4 | 2.7 | 2.8 | 2.5 | 1.6 | 3.1 | 2.6 | 1.5 |
| Longitude, 275° to 60° | 1      | 8.2 | 5.9 | 7.0 | 4.1 | 3.6 | 3.4 | 2.8 | 2.5 | 2.3 | 3.6 | 3.3 | 2.1 |
| Water             | 2       | 8.5 | 6.8 | 7.3 | 5.1 | 3.9 | 3.8 | 3.4 | 3.3 | 2.7 | 4.8 | 4.2 | 3.2 |
| (North Pacific)   | 3       | 8.4 | 7.4 | 6.7 | 6.4 | 5.0 | 4.4 | 4.0 | 4.3 | 3.3 | 6.2 | 4.8 | 4.4 |
| Latitude, 26° to +26° | 0      | 9.2 | 8.6 | 8.3 | 9.3 | 8.7 | 8.3 | 8.0 | 7.6 | 7.0 | 7.6 | 6.8 | 6.5 |
| Longitude, 0° to 35° | 1       | 9.5 | 9.5 | 8.3 | 8.3 | 8.7 | 8.0 | 7.8 | 8.0 | 7.3 | 7.4 | 7.3 | 6.6 |
| Water             | 2       | 9.7 | 9.3 | 7.8 | 8.5 | 8.9 | 8.6 | 8.0 | 7.8 | 7.4 | 8.1 | 7.3 | 6.4 |
| (Tropical Oceans) | 3       | 9.7 | 9.7 | 8.9 | 9.4 | 9.1 | 8.9 | 8.6 | 8.3 | 8.1 | 8.6 | 7.8 | 7.2 |
In view of the positive impacts in the statistics of the PW-SCM forecast runs, the individual cases were studied in detail to assess the nature and utility of the forecast differences in terms of synoptic scale meteorological systems. The forecast differences over the Pacific Ocean from day 10 are typical of what was found and sample results are presented here.

Figure 9 compares the control and PW-SCM sea level pressure 3-day forecasts made from day 10 initial states with nature over the North Pacific Ocean. The initial analyses are not shown since they are quite similar in appearance, though the rms statistics show that the PW-SCM analysis is slightly closer to nature than the control analysis. It should be recalled that both control and PW-SCM pressure fields at 0000 GMT day 10 have benefited from the rather numerous simulated ship report pressures (see Figure 2) assimilated in the conventional data analysis procedure. However, the 72-hour forecasts of sea level pressure from control and PW-SCM initial states do show important differences. Most striking are the improvement in the intensity and placement of the intense extratropical cyclone in the gulf of Alaska shown in the PW-SCM forecast and the spurious low pressure center off Newfoundland in the control. A smaller but noticeable improvement may also be seen in the isobar pattern associated with the storm near 40°N, 160°W.

The spatial distributions of the level 9 wind error in the control and PW-SCM initial states at day 10 are compared in Figure 10. It is seen that the errors are significantly lowered in...
the mid-latitude central and eastern North Pacific and that in addition to a general lowering of the level 9 wind error, the PW-SCM run has removed much of the systematic error in the control field due to the large data gaps there.

Impacts of the type exemplified above characterized forecasts from other days as well. It was apparent also that the impacts favored the eastern North Pacific Ocean where Seasat SCM forecast pressure analyses revealed consistently better forecasts of the intensity and placement of extratropical cyclones. This feature of the simulations may be related to the poor coverage of conventional data in the North Pacific, relative to the North Atlantic and continental regions, and to the fact that the simulated Seasat orbit favored the insertion of simulated Seasat wind data over the Pacific during the 6-hour period prior to 0000 GMT, which was the initial time for all forecast simulations (see Figure 4).

The PT-SCM experiment was conducted to provide an indication of the relative impact of surface wind data compared to sounder data, when both sets of observations could be considered to be error free. Most previous observing system simulation experiments have in fact dealt with sounders. While the earlier studies have tended to be quite optimistic regarding the potential impact of sounder derived temperatures on NWP, much of the optimism probably stemmed from unrealistic control experiments and the assumption of sounder errors much lower than have been attained operationally. Recent studies with real data have shown that sounders can have small but statistically significant beneficial impacts on weather forecasts, though these studies disagree on the precise magnitude and importance of these impacts [Ghil et al., 1979; Tracton et al., 1980]. The impacts appear to be highly sensitive to the quality and quantity of data, to the assimilation method, and to the forecast model [Tracton et al., 1981; Atlas et al., 1981]. Ghil et al. [1979] found that Nimbus sounder data gave 5–7% improvement in rms measures of forecast skill over North America. Since they used the same GLAS GCM and the same time-continuous SCM assimilation procedure as in our study, we may use their results to evaluate the realism of our simulation methodology even while recognizing that the implications of these results for NWP are still controversial.

The results of our simulated perfect Nimbus sounding SCM experiment can be seen in Table 2 and Figures 6, 7, and 8. In general, the impacts found were comparable to those of the PW-SCM experiment. The only different evident is that the sounding data is slightly more effective than the surface wind data in controlling growth of level 5 forecast wind errors. Within the context of our experiment, the two data types appear to have equivalent value in reducing surface pressure errors. The perfect sounding produced about a 10% improvement in sea level pressure (rms) forecast errors over North America. Compared to the results of less realistic observing system simulation experiments, this appears to be a more reasonable upper limit to impacts to be expected from sounder data.

5. CONCLUDING DISCUSSION

If simulation studies are to provide an accurate indication of how the simulated data will influence forecasts in the real world, it is crucial that their error characteristics be realistic. By introducing data at the actual observing locations we ensure that the distribution of error resulting from analysis based on conventional data is realistic. This is especially important in assessing the impact of satellite data since such data produces benefits by filling in data gaps rather than reducing the overall error level. The magnitude of the error attached to temperature and wind measurements was determined from estimates of sampling errors due to spatial variability of these fields. The values are therefore a function of the model grid size. The successive correction method of analysis allows many observations to influence a single grid point so the analysis error is less than the observational errors. The analysis errors in our study appear to be realistic with the exception of the surface pressure. However, reducing the surface pressure error to a more realistic level would probably make little difference since this error is already small compared with that in other variables.

The rate of error growth also appears to be realistic, as judged by a comparison with real forecast errors. As noted above, the magnitude of forecast errors is quite sensitive to the standard of comparison: verification against an analysis made with the GLAS forecast model (and grid) yields lower 'errors' than verification against the NMC analysis. In addition, the simulation study errors are made larger by comparing to the nature run rather than an analysis field.

The small sample size of the simulated Seasat forecasts makes conclusive statistics impossible but particular cases show substantial impact. Synoptic examination of these cases shows that these influences depend on the addition of level 9 wind data altering specific features of the initial state rather than on a uniform small improvement to the field. This in-
Fig. 9. Distribution of sea level pressure in control (upper) and Seasat SCM (lower) 72-hour forecasts from day 10 and in verifying nature field (middle) at day 13.
Fig. 10. Comparison of (a) control-nature and (b) Seasat-nature level 9 vector wind difference fields at day 10.
Fig. 11. Growth of averaged sea level pressure errors (rms) over North America and the North Pacific, in forecasts from control, Seasat SCM perfect wind, and Seasat SCM winds with errors, initial states (forecasts from February 5, 10, and 15 only).

Increases our confidence that such impacts are not simply the result of a lucky random change.

The idealized error free wind experiments of course overestimate the positive impact to be expected from real Seasat 1 data. However, a limited SCM experiment was performed to assess the effect of nominal errors on the satellite winds (±2m/s in speed, ±20° in direction, normally distributed). The results of that experiment are compared to the error free experiment in Figure 13. Evidently, for the fairly dense distribution of remotely sensed winds, the SCM assimilation is very effective at removing errors that are uncorrelated. Actual scatterometer wind data is likely to have a more complicated error structure, but we may speculate that the data can significantly impact forecasts if the errors are as small overall as the above, and if a good enough (though not necessarily optimal) assimilation scheme is used.

A comparison of the PW-SCM and PT-SCM experiments suggests that surface wind data has the same potential impact as temperature sounders, when both sets of observations are error free, especially over and downstream of the eastern North Pacific and North Atlantic basins. Indirect support for this result is provided by Blackmon et al. [1980]. They show from observational data that over the eastern sides of the northern hemisphere oceans the 500 mbar height is much more strongly correlated with 1000 mbar height than with 1000-500 mbar thickness and infer that surface (1000 mbar) data would play an important role in the determination of mid tropospheric structure. Satellite sounding data are of greatest potential over continents, where Blackmon et al. show that 500 mbar height is more strongly correlated with 1000-500 mbar thickness than with 1000 mbar height. However, over continents, sounding data are largely redundant with conventional radiosondes.

The mechanism which we hypothesize as responsible for the relatively large impacts of simulated Seasat data emerges as follows. Given the essentially barotropic nature of the atmosphere over the eastern North Pacific and North Atlantic shown by Blackmon et al., improvements in the surface pressure fields can significantly impact tropospheric analyses and forecasts. In terms of geostrophic adjustment theory [e.g., Blumen, 1972], the scale of the wind data assimilated is small compared to the (barotropic) radius of deformation. Therefore it is reasonable to expect wind information to be retained and the mass field to adjust, while temperature data will tend to be radiated away as gravity waves. Further, from a statistical point of view, there is more information in a small orbit segment of wind data than in sounder data of the same size because the correlation scale of winds is smaller. This suggests that wind data can benefit more from the dense coverage that a satellite provides. In addition, the preliminary evaluation of actual SASS data suggests that scatterometer wind errors are a smaller fraction of marine boundary layer wind analysis error than are sounder temperature errors compared to errors in the temperature analysis.

The results of these idealized impact studies, compared with the fact that actual Seasat-1 SASS marine wind data have an accuracy close to nominal specifications suggest that studies involving real SASS global data sets should be undertaken and that serious consideration be given to such data in the design of an optimum global observing system.
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