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Abstract High-frequency atmospheric variability

depends on the phase of El Nino/Southern Oscillation

(ENSO). Recently, there is increasing evidence that state-

dependent high-frequency atmospheric variability signifi-

cantly modulates ENSO characteristics. Hence, in this

study, we examine the model simulations of high-fre-

quency atmospheric variability and, further, its dependency

on the El Nino phase, using atmospheric and coupled

GCMs (AGCM and CGCM). We use two versions of

physical packages here—with and without convective

momentum transport (CMT)—in both models. We found

that the CMT simulation gives rise to a large climatological

zonal wind difference over the Pacific. Also, both the cli-

mate models show a significantly improved performance in

simulating the state-dependent noise when the CMT

parameterization is implemented. We demonstrate that the

better simulation of the state-dependent noise results from

a better representation of anomalous, as well as climato-

logical, zonal wind. Our further comparisons between the

simulations, demonstrates that low-frequency wind is a

crucial factor in determining the state-dependency of high-

frequency wind variability. Therefore, it is suggested that

the so-called state-dependent noise is directly induced by

the low-frequency wind anomaly, which is caused by SST

associated with ENSO.

Keywords ENSO � High-frequency variability �
ENSO/MJO interaction � Scale interaction

1 Introduction

The extraordinary westerly wind events (WWEs) in the

boreal winter of 1996/1997, which coincided with the onset

of the largest El Nino (McPhaden 1999), has led to a

number of studies. These studies have mainly suggested the

importance of interaction between ENSO and relatively

shorter-timescale atmospheric variability such as the

Madden and Julian Oscillation (MJO) and WWEs (Moore

and Kleeman 1999; Kessler and Kleeman 2000; Vecchi

and Harrison 2000; Zhang and Gottschalk 2002; many

others). Some of them showed that the enhanced MJO and

WWE activities preceded the peak of El Nino by several

months (McPhaden 1999; Harrison and Vecchi 1997; Fink

and Speth 1997; Zhang and Gottschalk 2002), while others

indicated that the MJO and WWEs were led by a large-

scale SST anomaly (Luther et al. 1983; Gutzler 1991;

Hendon et al. 1999; Vecchi and Harrison 2000; Kessler

2001; Seiki and Takayabu 2007a, b). Recently, Kug et al.

(2008b) have shown that the strong activity of short-term

atmospheric variability leads an El Nino peak phase by

several months over the western Pacific, but is also

simultaneously correlated to the ENSO phase over the

central Pacific. Also, they have shown that significant

correlation is found over most spectral bands of the

atmospheric frequency, from synoptic to extended-MJO

time scales.
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The importance of this interaction between two different

timescale phenomena is recently supported by several

theoretical and modeling studies (Lengaigne et al. 2004;

Eisenman et al. 2005; Perez et al. 2005; Zavala-Garay et al.

2005; Jin et al. 2007; Gebbie et al. 2007). In these studies,

they did not consider any dependency of high frequency

atmospheric variability on the slowly varying large-scale

features such as SST. In this paper we will also refer to

‘state-dependent’ noise as a high-frequency (2–90 days)

atmospheric variability which depends on a slowly varying

low-frequency state. Most previous studies have argued

that the interaction between ENSO and the fast atmo-

spheric variability, as modeled by the state-dependent noise

forcing or multiplicative noise forcing, modulates not only

ENSO instability but also ENSO asymmetry.

The observational, theoretical and modeling studies

referred to above indicate that there is a two-way interac-

tion between ENSO-related SST anomaly and atmospheric

noise. While the influence of atmospheric noise (e.g.

WWE) on the SST anomaly has been investigated in many

studies (e.g. Kessler and Kleeman 2000; Gebbie et al.

2007), it is still unclear how the high frequency atmo-

spheric variability is controlled by the ENSO-related SST

anomaly and atmospheric low-frequency variability. A

sophisticated climate model, embodying most of the

dynamical and physical processes, may give a clue to this

question. In this context, it is also interesting to check how

well state-of-the-art climate models simulate this state-

dependent atmospheric noise associated with ENSO. So

far, the capability of current state-of-the-art general circu-

lation models (GCMs) to simulate atmospheric noise and

its dependency on the ENSO state have not been thor-

oughly investigated. Therefore, in this study, we will

examine the simulations of state-dependent noise in the

Seoul National University (SNU) atmospheric GCM

(AGCM) and coupled GCM (CGCM) with different

physical parameterizations. Hence, here in this study, two

kinds of physical packages—with/without convective

momentum transport (hereafter CMT)—are implemented

for both the models.

Recently, many studies have paid special attention to the

parameterization of CMT in order to improve their climate

models (Zhang and McFarlane 1995; Gregory et al. 1997;

Wu et al. 2003, 2007; Kim et al. 2008). The CMT was

often called ‘cumulus friction’ in the earlier studies

(Helfand 1979; Thompson and Hartmann 1979). Observa-

tional evidence on the importance of the CMT in the

momentum budget has also been examined in several

works (Stevens 1979; Carr and Bretherton 2001; Tung and

Yanai 2002; Lin et al. 2005; Dima et al. 2005). In partic-

ular, Kim et al. (2008) showed that the ENSO simulation is

significantly improved in the SNU AGCM and CGCM,

when CMT parameterization is implemented. They pointed

out that the CMT distinctively changes the pattern and

magnitude of the wind anomaly during El Nino periods,

which affects not only ENSO amplitude but also the ENSO

period. Moreover, we found a striking difference in the

high-frequency atmospheric noise between simulations

with and without CMT parameterization in both AGCM

and CGCM. We investigate these sensitivity experiments

for further understanding of the physical dynamics in nat-

ure. In addition, we will suggest which factors are crucial

in simulating state-dependent noise.

The organization of this paper is as follows. In Sect. 2,

the data and the model used are described. Section 3 gives

a climatological simulation of high-frequency atmospheric

variation in the AGCM and CGCM. The state-dependent

noise is compared in several simulations and its relation

with low-frequency variation is shown in Sect. 4. The

summary and discussion is given in Sect. 5.

2 Models and data

2.1 Models

The models used in this study are the Seoul National

University atmospheric GCM (SNU AGCM) and coupled

GCM (SNU CGCM). The SNU AGCM is a global spec-

tral model, with 20 vertical levels in a sigma coordinate.

Horizontal resolution T42 version is used. The deep

convection scheme is a simplified version of the relaxed

Arakawa-Schubert (SAS) scheme (Numaguti et al. 1995).

The large-scale condensation scheme consists of a prog-

nostic microphysics parameterization for total cloud liquid

water (Le Treut and Li 1991) with a diagnostic cloud

fraction parameterization. A non-precipitating shallow

convection scheme (Tiedtke 1983) is also implemented in

the model for mid-tropospheric moist convection. The

boundary layer scheme is a non-local diffusion scheme

based on Holtslag and Boville (1993), while the land

surface model is from Bonan (1996). The radiation pro-

cess is parameterized by the two-stream k distribution

scheme implemented by Nakajima et al. (1995). Other

details of the model physics are described in Lee et al.

(2001, 2003).

The CGCM used here was developed at SNU with the

same atmospheric component as the AGCM. The oceanic

component is the MOM2.2 Oceanic GCM developed at the

Geophysical Fluid Dynamics Laboratory (GFDL). The

model is a finite difference treatment of the primitive

equations of motion using the Boussinesq and hydrostatic

approximations in spherical coordinates. The domain of the

model covers most global oceans, and its coastline and

bottom topography are realistic. The zonal resolution is

1.0�. The meridional grid spacing between 8�S and 8�N is
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1/3�, gradually increasing to 3.0� at 30�S and 30�N, and is

fixed at 3.0� in the extratropics. There are 32 vertical levels

with 23 levels in the upper 450 m. In the CGCM, a mixed

layer model, developed by Noh and Kim (1999) is

embedded in the ocean model to improve the climatologi-

cal vertical structure of the upper ocean. The ocean model

communicates once a day with the atmospheric model. The

two component models exchange the following data: SST,

wind stress, freshwater flux, longwave and shortwave

radiation, and turbulent fluxes of sensible and latent heat.

Although no flux correction is applied, the model does not

exhibit a significant climate drift in the long-term simula-

tion. In addition, the CGCM reasonably simulates the

climatology of most oceanic and atmospheric variables. In

addition to the climatology, the coupled model reasonably

simulates ENSO characteristics, though some systematic

bias of ENSO-related patterns is found (Kug et al. 2008a).

In this study, the CMT parameterization suggested by

Wu and Yanai (1994), is implemented in AGCM and

CGCM. The present parameterization of the CMT was

developed based on Eqs. 19 and 20 in Wu and Yanai

(1994). Detailed descriptions of the implemented parame-

terization can be found in Kim et al. (2008).

To examine the impact of the CMT on simulations of

ENSO and its state-dependent noise, relatively long simu-

lations of the AGCM and CGCM are used. Two versions of

AGCM—with/without CMT—are integrated from 1979 to

1999 with observed SST as a boundary condition. Here-

after, the AGCM simulations with/without CMT

parameterization are referred to as CTLa and CMTa,

respectively. In addition, the CMT parameterization is

implemented in the present coupled GCM. Hereafter, the

CGCM simulations with/without CMT are referred to as

CTLc and CMTc, respectively. In both simulations, the

CGCM is integrated over 200 and 50 years for CTLc and

CMTc, respectively. In CTLc, the analysis is done using

the last 100 years of data sets. Kim et al. (2008) showed

that the climatological bias is significantly improved when

the CMT is applied to the present coupled GCM. For

example, the cold SST bias and dry precipitation over the

central Pacific is reduced by the CMT-induced westerlies

and resultant air–sea coupling process.

In the following sessions, we will examine the relation

between ENSO and high-frequency variability using with

and without CMT simulations. Prior to this analysis, it will

be worthwhile to comparing the simulations of ENSO and

high-frequency variability in both coupled simulations,

respectively. Figure 1 shows the power spectra of NINO3.4

SST of observation and two versions of CGCM. We used

National Oceanic and Atmospheric Administration

(NOAA) Extended Reconstructed Sea Surface Tempera-

ture (ERSST 1979–2003) as observation. Observation

(black) has broad peak at 2–7 year of period. The CMTc

(red) also has broad spectral peak near 4 year while the

period of CTLc is shorter than that of observation. In

addition, it is quite clear that the CMT parameterization

also enhances ENSO variability. The standard deviations of

Nino 3.4 index are 0.9 (OBS), 0.7 (CTLc) and 1.4 (CMTc)

(see Table 1). Kim et al. (2008) argued that these differ-

ences are related to an atmospheric response to the SST

forcing, because the CMT parameterization simulates a

more realistic low-level wind responses associated with

ENSO. The readers are referred to Kim et al. (2008) for

further details.

To effectively evaluate and show the realism of atmo-

spheric convection of the coupled models, we followed the

method of Wheeler and Kiladis (1999). Figure 2 shows

symmetric and antisymmetric raw spectra divided by

background spectra. Shaded region means peaks in the

individual spectra that are significantly above the back-

ground. Because we merely want to show the realism of

simulated convective signals, the detailed methods are not

described here. The readers are referred to Wheeler and

Kiladis (1999). Dispersion curves in the figure represent

signals of the Kelvin, equatorial Rossby (ER), and

Fig. 1 Power-spectrum of Nino

3.4 index of a ERSST, b CTLc

and c CMTc. Nino 3.4 index is

defined as 190�–240�E, 5�S–

5�N averaged monthly mean

SST anomaly. Dashed lines are

representing red noise curve and

90 and 95% confidence level,

respectively

Table 1 Standard deviation and normalized skewness of NINO3.4

SST in the observational data, CTLc, and CMTc

Expt Standard deviation Skewness

OBS 0.9 0.5

CTLc 0.7 -0.3

CMTc 1.4 0.3
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westward inertio-gravity (WIG) waves in symmetric

spectra, of the mixed Rossby-gravity (MRG) and eastward

inertia-gravity (EIG) waves in the antisymmetric spectra.

There is no much difference between CTLc (Fig. 2b, e) and

CMTc (Fig. 2c, f) with regard to the organization of con-

vection. Both of the simulations have capability to simulate

Kelvin, ER and MRG waves with equivalent depth about

50 m. It is deeper than that of observation (25 m, Fig. 2a,

Fig. 2 Space–time spectrum

precipitation divided by the

background spectrum. Left
(Right) penals are of symmetric

(antisymmetric) component of

GPCP (upper), CTLc (middle)

and CMTc (lower).

Superimposed are the dispersion

curves of the odd meridional

mode numbered equatorial

waves for equivalent depths of

12, 25, and 50 m. Frequency

spectral width is 1/256 cpd
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d) and many current coupled climate models show similar

discrepancy (Lin et al. 2005). In addition, their relative

significance is quite smaller compared to observational one

in both simulations. In summary, two versions of the

coupled model simulate quite different ENSO characteris-

tics, but similar characteristics of high-frequency

atmospheric variability in global sense. Therefore, one may

argue the changes of the relation between ENSO and high-

frequency variability results from the different characteris-

tics of ENSO simulation. We will discuss this point further

in the following sessions.

2.2 Data

The observational data used in this study are SST (monthly

means) and zonal winds (daily and monthly means at lower

levels) for the period of 1979–1999, same as that of the

AGCM simulation period. The monthly mean SST data are

from the improved Extended Reconstructed Sea Surface

Temperature Version 2 (ERSST.v2) data set (Smith and

Reynolds 2004) created by the National Climate Data

Center (NCDC).

The daily and monthly wind data are taken from the

National Center for Environmental Prediction/National

Center for Atmospheric Research (NCEP/NCAR, Kalnay

et al. 1996). Daily anomalies are obtained after removing

the climatological annual cycle, which is obtained by

averaging all the daily data on the same calendar dates. A

2–90 day band-pass LANCZOS filter (using 45 weights,

Duchon 1979) is applied to the daily zonal wind anomalies

at 925 hPa level, in order to investigate relatively fast

atmospheric variability associated with ENSO. We exten-

ded the same analysis to the model generated zonal winds

and SST. But in the model, we used only wind at 850 hPa,

being the lowest available level of atmospheric circulation

in the model. Hereafter, the variability of the filtered wind

(both in the model and observation) is referred to as

atmospheric ‘‘noise’’ for simplicity. The variance of the

filtered wind is calculated using a 5 month moving

window.

3 Simulation of climatological noise variance

Prior to examining the simulation of state-dependent

atmospheric noise, the climatological variance of atmo-

spheric noise is compared in the CTLa and CMTa. Figure 3

shows the variance of the filtered 850 hPa zonal wind. The

variance is calculated using all seasons during the period of

1979–1999. In both simulations, the variance is relatively

large over the western Pacific. In particular, there is a

maximum variance over the western north Pacific. In

general, the patterns are similar to each other. However, the

overall magnitude of the noise variance is larger in the

CMTa compared to that in CTLa. The difference is dis-

tinctive and its maximum difference is about 10 m2 s-2

over the western Pacific, as shown in Fig. 3c. Compared to

the CTLa, the noise variance is increased by about 60% in

CMTa.

Figure 4 shows the variance of the filtered wind simu-

lated by two coupled GCMs. Compared to the AGCMs, the

coupled GCMs simulate relatively weak variance in the

high-frequency atmospheric variability. It is possibly

related to a cold bias of the coupled GCMs over the tropical

Pacific. However, the overall pattern is similar to that of the

AGCM simulations. It can be seen that the CMTc simulates

a stronger noise variance than the CTLc, which is consis-

tent with the case of the AGCM simulations. The

difference is relatively large over the western Pacific, and

the maximum value is 5 m2 s-2, as shown in Fig. 4c. This

indicates that the simulations with CMT parameterization

create favorable conditions for stronger activity of short-

term atmospheric variability.

How can the CMT parameterization change the short-

term atmospheric variability so dramatically? As previous

studies pointed out (Stevens 1979; Carr and Bretherton

2001; Tung and Yanai 2002; Lin et al. 2005; Dima et al.

2005), the CMT changes atmospheric circulation by

(a)

(b)

(c)

Fig. 3 Variance map of the filtered zonal wind at 850 hPa in a CTLa

and b CMTa simulations. c Difference between CTLa and CMTa
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altering the momentum budget. Kim et al. (2008) also

showed, using the present models, that the low-level cir-

culation is changed significantly after the CMT

parameterization is implemented to them. Figure 5 shows

the climatological difference of zonal wind at 850 hPa

from the two AGCM and CGCM simulations. The differ-

ence between simulations with and without the CMT

clearly shows the westerly wind over most equatorial

Pacific regions (Fig. 5a, b). Because climatological wes-

terly vertical shear is overwhelming over the tropical

Pacific, it is expected that the CMT increases low-level

westerly wind by transporting westerly momentum from

the upper atmosphere to the lower atmosphere. A striking

difference in the zonal wind appears over the western

Pacific. The maximum difference is more than 6 ms-1 in

both AGCM and CGCM simulations. Moreover it shows an

asymmetric pattern, with the maximum differences slightly

shifted to the northern hemisphere.

It is interesting to note that the pattern of the climato-

logical wind difference is similar to that of the atmospheric

noise variance in both AGCM and CGCM simulations.

Therefore, we hypothesize here that the low-level westerly

difference produced by the CMT results in significant

increase in short-term atmospheric variability. Several

previous studies partly support our hypothesis. Wang and

Xie (1996) showed theoretically that moist atmospheric

Rossby waves are strongly excited in the low level under a

background easterly vertical shear. Furthermore, recently,

Seiki and Takayabu (2007a, b) showed the WWE tends to

occur frequently under background low-level westerlies.

Also, they showed that the background westerlies create

favorable conditions to develop synoptic disturbance by

analyzing the kinetic energy budget.

In order to support this hypothesis, we analyzed the

observational data and four model simulations further. If

the climatological noise variance depends on the clima-

tological zonal wind over the western Pacific, it would be

expected that the interannual variation of the noise vari-

ance can also be correlated to the interannual variation of

the large scale low-level zonal wind circulation. To check

this, we defined a western Pacific wind index (WP index),

by simply area-averaging the zonal wind over 120�–

160�E, 5�S–5�N. In order to examine the relation between

the WP index and noise variance, we calculated the

correlation coefficients not only in the model simulation

data but also in the reanalysis data, as shown in Fig. 6. It

is clear that the two variables are closely related to each

(a)

(b)

(c)

Fig. 4 The same as Fig. 3 except for a CTLc and b CMTc. c
Difference between CTLc and CMTc

(a)

(b)

Fig. 5 Difference of the simulated zonal wind climatology at

850 hPa between a the CTLa and CMTa, and b the CTLc and CMTc
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other. The correlation coefficients over the western Pacific

are more than 0.7 in the reanalysis data and in most

simulations. Note that the CMT simulations have a rela-

tively higher correlation coefficient than the others over

the western Pacific. However in general, the correlation

patterns are broadly similar in the five panels (see Fig. 6),

though they have quite different simulations on the low-

frequency wind and noise variance. This indicates that

this relation is quite robust, regardless of the CMT

parameterization, air–sea coupling and climatological

basic state. Therefore, these results strongly support our

hypothesis that the climatological zonal wind is linked to

the difference in simulation of the atmospheric noise

variance.

4 Simulation of the state-dependent atmospheric noise

associated with ENSO

In the previous section, we showed that the present AGCM

and CGCM have a large sensitivity to the CMT parame-

terization in simulating climatological atmospheric noise

variance. Also, we showed that atmospheric noise variance

is highly dependent on the background wind. It is expected

that the interannual relationship of the atmospheric noise to

ENSO (i.e. state-dependent noise) will be simulated dif-

ferently according to the implementation of the CMT

parameterization. In this section, we will show firstly the

difference in characteristics of the state-dependent noise in

the four simulations and then attempt to explain the

contrast in the simulations. Finally, we will revisit our

hypothesis suggested in the previous section.

Recently, Kug et al. (2008b) showed that the interannual

variability of the atmospheric noise variance is highly

dependent on the phase of ENSO by showing a lead-lag

correlation between NINO3.4 SST (anomalous SST aver-

aged over 170�–120�W, 5�S–5�N) and the equatorial noise

variance. Here, the relationship is reproduced in Fig. 7b.

The lead-lag correlations with equatorial SST are also

displayed for comparison (Fig. 7a). Though the period for

band-pass filtering used in the present study is slightly

different from their work, the overall features are mostly

identical to their Fig. 1. As shown in Fig. 7b, the enhanced

noise variance appears to propagate eastward from the

western Pacific at the onset of El Nino to the eastern Pacific

during the El Nino decaying period. In particular, stronger

(weaker) activities for the atmospheric noise are observed

over the western Pacific 7–10 months prior to the mature

stage of El Nino (La Nina). The correlation coefficients are

more than 0.5 with 99% confidence level. So far, it is not

clear why stronger activity in short-term variability, such as

WWE and MJO, occurs at that time, which is considered as

an important precursor of ENSO onset by some previous

studies (Luther et al. 1983; Perigaud and Cassou 2000;

Curtis et al. 2004; Lengaigne et al. 2004). We will revisit

this point later. In Fig. 7b, a significant negative correlation

is also detected over the western Pacific since the peak

phase of ENSO.

A distinctive relationship between ENSO and atmo-

spheric noise is found over the central Pacific. The noise

(a)

(b) (c)

(d) (e)

Fig. 6 Correlation coefficients

between WP wind index and

variance of the filtered zonal

wind in a NCEP/NCAR

reanalysis data, b CTLa,

c CMTa, d CTLc, and

e CMTc
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variance is simultaneously correlated with the NINO3.4

SST. The correlation coefficients are more than 0.6 with

99% confidence level. This result supports the notion that

atmospheric noise depends on the state of ENSO. That is,

the El Nino anomaly allows favorable conditions for strong

activity of the atmospheric transient zonal wind anomalies

in the equatorial Pacific. The state-dependent noise may

not only trigger some ENSO events, but also impact the

ENSO growth rate and asymmetry (e.g. Jin et al. 2007).

To check whether the present atmospheric model can

simulate state-dependent noise, the same analysis is applied

to two AGCM simulations (CTLa and CMTa), and two

CGCM simulations. As shown in Fig. 7c, the CTLa simu-

lates a weak positive correlation near 160�E, at 12 months

prior to the ENSO peak phase, and near 160�W during the

most developing period. However, the overall pattern is

quite different from the observational one. In particular, the

CTLa does not simulate any simultaneous correlation. By

contrast, the CMTa (see Fig. 7d) simulates the basic

observational feature of the state-dependent noise, though

the pattern is shifted by about 20�E. The maximum cor-

relation appears at zero lag, and its value is more than 0.6,

as consistent with the observational one. Overall, it seems

that the CMTa has better performance than the CTLa,

indicating that the CMT parameterization plays a role in

simulating the state-dependent noise. It is also quite

interesting that both the CMTa and CTLa simulate a

positive correlation during the onset phase of ENSO,

similar to the observation. Note that both simulations were

integrated with the observed SST as a surface boundary

condition. This indicates that the stronger variance is not

randomly determined but controlled by a low-frequency

signal associated with ENSO. Several previous studies

have suggested that the extension of warm pool leads such

stronger noise variance (e.g. Kessler et al. 1995; Eisenman

et al. 2005; Gebbie et al. 2007). However, we will suggest

later that the low-frequency wind is responsible for the

strong noise variance during the onset phase of ENSO.

Figure 8 shows simulations of the SST and state-

dependent noise in the present two versions of the CGCM.

In the CTLc, weak positive correlation at lag zero is con-

fined over 140�–160�E, as shown Fig. 8b. Also, the CTLc

does not have positive correlation during the onset phase or

negative correlation during decaying phase within the

Pacific basin. However, the CMTc exhibits better agree-

ment with observational correlation pattern (see Fig. 8d). It

simulates a significant correlation during the mature phase,

though the location of maximum correlation is shifted to

the east. Also, the CMTc shows a positive correlation

during the onset phase and a negative correlation during

decaying phase in the western Pacific. In summary, both

the AGCM and CGCM with CMT parameterization sim-

ulate state-dependent noise better than those without CMT

parameterization. This implies that the CMT plays a sig-

nificant role in simulating the state-dependent noise

associated with ENSO in both AGCM and CGCM.

Now, two critical questions can be raised based on the

above results. How does CMT parameterization alter the

simulation of state-dependent noise? What dynamical

process controls the noise variance during the onset phase

(a) (b)

(c) (d)

Fig. 7 a Lead-lag correlation

coefficients between NINO3.4

SST and SST averaged over

5�S–5�N for ERSST. Lead-lag

correlation coefficients between

NINO3.4 SST and variance of

the filtered wind averaged over

5�S–5�N. b NCEP/NCAR

reanalysis data, c CTLa and d
CMTa. Y axis indicates lag

months in correlation
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when the SST signal is weak? To address these questions,

low-level wind associated with ENSO is analyzed in the

two CMT simulations, which have better performance in

terms of the state-dependent noise.

Figure 9 shows the lead-lag correlation and regression

coefficients between NINO3.4 SST and equatorial zonal

wind at 850 hPa. The equatorial wind is averaged over

5�S–5�N. In the observation (Fig. 9a), the westerly wind

anomaly propagates eastward from the western Pacific to

the eastern Pacific during the El Nino developing period.

Note that there is a westerly anomaly over the western

Pacific, at 12 months prior to the peak time of El Nino,

when the SST signal is weak there. Kug et al. (2005)

pointed out that the westerly anomaly is linked to the

Indian Ocean SST, so that it plays a role in initiating the

onset of El Nino. As shown in the previous section,

the noise variance is correlated well to the low-level wind

in this region. Thus, this implies that a stronger noise at the

onset phase is related to the anomalous westerlies.

The anomalous westerlies move to the eastern Pacific

after the peak phase of El Nino. Thus, the western Pacific

wind changes from an anomalous westerly at the onset

phase to easterlies at the peak phase. It is quite interesting

that atmospheric noise over the western Pacific consistently

changes from strong activity to weak activity. Furthermore,

as the anomalous westerlies propagate eastward, the strong

noise variance also moves eastward (see Figs. 7a, 9a),

indicating that the low-level wind is a crucial component in

controlling atmospheric short-term variability.

As shown in Fig. 9, both the AGCM and CGCM sim-

ulate the relation between NINO3.4 SST and the equatorial

zonal wind very well. However, some differences between

the simulation and observation are found. In the AGCM,

the WP westerly at the onset phase is slightly shifted to the

east. The WP easterly at the peak phase is also shifted to

(a) (b)

(c) (d)

Fig. 8 Lead-lag correlation of

NINO3.4 SST onto a CTLc SST

averaged over 5�S–5�N and b
CTLc variance of the filtered

wind averaged over 5�S–5�N. In

(c, d), same as that of (a, b) but

for CMTc

(a)

(b)

(c)

Fig. 9 Lead-lag correlation (Shaded) and regression (Contour)

coefficients between NINO3.4 SST and zonal wind at 850 hPa

averaged 5�S–5�N. a NCEP/NCAR reanalysis data, b CMTa and

c CMTc. Y axis indicates lag months in correlation
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the east. According to the location of the zonal wind, the

noise variance is also shifted to the east during the corre-

sponding phase, as shown in Fig. 7c. On the other hand, the

CMTc simulates the westerly wind too far to the west

during the onset phase. Also, the zonal wind at the peak

phase is elongated too far eastward compared to the

observational phase. These differences of zonal wind are

also consistent with those of the noise variance in the

CMTc simulation (Fig. 8b). These results support the view

once again that the noise variance is strongly dependent on

the low-level wind.

Kim et al. (2008) showed using the present AGCM that

the simulation of the El Nino-related wind anomaly is

significantly improved when the CMT parameterization is

implemented. They also showed that the present CGCM

with the CMT simulates better anomalous westerlies over

the central Pacific, while the CGCM without the CMT

simulates anomalous westerlies which are too weak and

shifted toward the western Pacific. Without the CMT, both

AGCM and CGCM simulate a relatively weak wind

anomaly, as shown in Kim et al. (2008). Also, when the

CMT is not used, the regression coefficients over the

central Pacific are reduced by about 40 and 50% in AGCM

and CGCM, respectively. This may explain why the CTLa

and CTLc perform poorly in the simulation of the state-

dependent noise, as shown in Figs. 5, 6.

So far, we have shown that the low-level zonal wind is

clearly related to the state-dependent noise. In the con-

ventional view, the state-dependent noise tends to be

considered as a SST-dependent noise such as NINO3.4

SST (Jin et al. 2007; Kug et al. 2008b) and warm pool

extension (Eisenman et al. 2005; Gebbie et al. 2007).

Hence, it will be interesting here to examine which vari-

able, SST or zonal wind, affects the short-term atmospheric

variation more effectively, though they are correlated well

to each other. To test this, a CP wind index is defined as

simply area-averaging over the NINO4 region (150�E–

150�W, 5�S–5�N), which represents the ENSO-related

large scale wind circulation. Figures 10 and 11 show the

lag-lead correlation between the CP wind index and the

noise variance. It is seen that the overall pattern is similar

to the case of NINO3.4 SST (see Figs. 7, 8), because the

CP wind index is highly correlated to the NINO3.4 SST.

However, the correlation coefficients are increased at zero

lag, not only in the observation but also in the four simu-

lations when the CP wind index is used.

To show this more clearly, the partial correlation is

calculated by excluding the effects of the NINO3.4 SST

and CP wind index, respectively. The partial correlation

(Cohen and Cohen 1983) is calculated by linearly remov-

ing the effect of the other index. Recently, this method has

been frequently used in climate studies, (e.g. Kug and Kang

2006). Figure 12 shows the partial correlation in the

observation and four simulations. When the effect of the

CP wind index is linearly removed, the partial correlation

between NINO3.4 SST and atmospheric noise variance

(a)

(b)

(c)

Fig. 10 Lead-lag correlation coefficients between CP wind index and

variance of the filtered wind averaged over 5�S–5�N. a NCEP/NCAR

reanalysis data, b CTLa and CMTa. Y axis indicates lag months in

correlation

(b)

(a)

Fig. 11 The same as Fig. 10 except for a CTLc and b CMTc
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shows a weaker correlation in the observation as well as in

all four simulations. On the other hand, when the effect of

NINO3.4 SST is removed, the CP wind index has a

stronger correlation with the atmospheric noise variance

over the central Pacific, though the correlation coefficient

is slightly reduced compared to those of Figs. 10 and 11.

This indicates that the atmospheric noise variance is more

directly related to low frequency wind anomaly. Therefore,

the so-called state-dependent noise is directly induced by

the low-frequency wind anomaly, which is caused by SST

associated with ENSO.

5 Summary and discussion

The state-dependent atmospheric noise associated with

ENSO is examined using climate model simulations. We

found that the AGCM and CGCM exhibit significantly

improved performance in simulating the state-dependent

noise when CMT parameterization is implemented. This

implies that the state-of-the-art climate model has an

ability to simulate state-dependent noise. A better simula-

tion of state-dependent noise results from better

representation of the anomalous zonal wind as well as the

climatological wind. Based on these results, we may say

that the state-dependent noise associated with ENSO can

be considered as a wind-dependent noise rather than a SST-

dependent noise.

The present CMTc simulates a stronger state-dependent

atmospheric noise compared to the CTLc. Thus, it will be

quite interesting to compare ENSO characteristics between

the two simulations. This gives us a chance to examine

theoretical works on the role of the state-dependent noise

(or multiplicative noise). After the CMT parameterization

is implemented, the standard deviation as well as the

skewness of NINO3.4 SST is increased significantly (see

Fig. 1; Table 1). Kim et al. (2008) argued that the

increased ENSO variability results from better simulation

of the westerly anomaly associated with El Nino over the

central Pacific. Because the CMTc simulates a stronger

westerly anomaly, the ENSO variability increases. How-

ever at this stage, we cannot rule out other possible

mechanisms, which may also change these ENSO charac-

teristics. Based on theoretical work, Jin et al. (2007)

pointed out that the state-dependent noise increases ENSO

instability and ENSO skewness. Their argument is con-

sistent with the observed change in our model simulations.

Thus, it is possible that a stronger state-dependent noise

may partly contribute to the change of ENSO magnitude

and skewness. More careful examination is needed in fur-

ther studies.

Our results have interesting implications for the onset of

El Nino by creating a link between the two schools of

thoughts. Both of them, respectively, showed the impor-

tance of (a) short-term atmospheric variability (Luther

et al. 1983; Perigaud and Cassou 2000; Curtis et al. 2004;

Lengaigne et al. 2004) and (b) anomalous westerlies

(Weisberg and Wang 1997; Kug et al. 2005) to the onset of

El Nino. The former group argued that short-term vari-

ability plays a role in triggering the onset of El Nino events

while the latter emphasized a role for the WP anomalous

westerlies. Based on our results, the stronger noise and

(a)

(b)

(c)

(d)

(e)

Fig. 12 Partial correlation of NINO3.4 SST (solid line) and CP wind

index (dashed line) with the variance of the filtered zonal wind

averaged over 5�S–5�N after the effect of CP wind index (for solid
line) and NINO3.4 SST (for dashed line) is removed, in the a
observational data, b CTLa, c CMTa, d CTLc and e CMTc,

respectively
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anomalous westerly wind are closely correlated to each

other. Furthermore, our results show that stronger variance

during the onset phase is systematically determined,

because the AGCM with prescribed SST captures the

relationship well. In short, anomalous westerlies with

stronger noise activity can be good precursor for the onset

of El Nino.

We showed here the clear statistical relationships

between low-frequency zonal wind variation and activity

of high-frequency atmospheric variation, both in observa-

tional and model-simulated data. However, it is not still

clear how the low-frequency zonal wind can affect high-

frequency atmospheric variability. Though the present

study is not intended to elucidate the dynamical processes

involved in this scale interaction, we suggest a possible

explanation.

Recently, Seiki and Takayabu (2007b) suggested a

mechanism of synoptic-scale eddy development in the

generation of WWEs over the western and central Pacific

under low-frequency environmental westerlies. They

argued that the dominant contribution to eddy kinetic

energy (EKE) is a barotropic energy conversion term,

which is related to the zonal convergence of the environ-

mental zonal wind (du/dx). The low-frequency

environmental westerlies centered near the equator provide

strong zonal convergence and meridional shear, resulting in

favorable conditions for synoptic eddy development. The

synoptic eddies grow through barotropic conversion from

the mean flow during the westerly MJO periods. Therefore,

they argued that the WWEs frequently occur in the wes-

terly phase of MJO as well as in the El Nino phase. This

indicates that WWEs are also state-dependent on the MJO

phase (c.f. Maloney and Hartmann 2000, 2001).

On the other hand, the dependency of WWEs on the

MJO phase can amplify MJO activity. The westerly

(easterly) phase of MJO is accompanied by a strong (weak)

activity of synoptic disturbance, as we discussed. If the

system is purely linear, the activity of the synoptic dis-

turbance cannot affect MJO variation, having a relatively

longer time scale. However, precipitation variability, clo-

sely related to wind variability, is highly nonlinear—and

always positive. Thus, the strong activity of synoptic dis-

turbance results in more precipitation in the MJO time

scale, because of the nonlinearity of precipitation.

Accordingly, the state-dependent WWEs can lead to more

precipitation in the westerly phase, and less precipitation in

the easterly phase. This means that MJO activity is

increased by interaction between phenomena with different

time scales, indicating WWE–MJO interaction.

The existence of this WWE–MJO interaction has an

important implication for ENSO. It is well known that the

ENSO system largely controls low-frequency wind vari-

ability over the tropical Pacific. During El Nino onset and

peak phases, the anomalous westerlies intensify the WWE–

MJO interaction over the western-central Pacific. This

indicates that both WWE and MJO activity are intensified

under the El-Nino related background westerlies. This is a

possible dynamical reason for the association of the state-

dependent noise with El Nino. Kug et al. (2008b) showed

using observational data that a significant correlation

between NINO3.4 and noise variance appears over most

frequencies of atmospheric variability, from the synoptic

scale to the extended MJO scale (see their Fig. 2). This

partly supports the existence of the WWE–MJO interaction

and its relation to ENSO. For further understanding of

ENSO, the detailed dynamics behind the interactions

between multi-time scale phenomena (e.g. WWE, MJO and

ENSO) should be elucidated, and this will be a big chal-

lenge to future studies.

We have shown in this study that the low-frequency

westerlies create favorable conditions for strong noise

variance using observational and model data. Though here

we established a clear statistical relationship with possible

physical explanations, they are subjected to the limitation

of statistical analysis. This is because the statistical ana-

lysis hardly tells causation for the strong relation. For

example, one may argue that the stronger atmospheric

noise may intensify the low-frequency westerlies. Hence, it

may be difficult to draw conclusion, solely based on sta-

tistical analysis. To clearly separate the influence of the

low-frequency wind on the high-frequency variability,

further studies, based on experimental modeling, may be

required. In this regard, Sooraj et al. (2008) recently carried

out numerical experiment to show how the low-frequency

wind controls the high-frequency atmospheric variability.

They clearly showed the response of the large scale cir-

culation to generate high-frequency variability, thus

supporting our argument well.

However, it is also possible that there is two-way

feedback between low-frequency wind and high-frequency

wind variability. This means that the high-frequency vari-

ability, modulated by the low-frequency circulation, may

affect the low-frequency through a feedback loop. It is well

known that the short-term variability is highly skewed to

the westerly phase. While WWEs are observed frequently,

EWEs (Easterly Wind Events) are only rarely observed.

This skewed high-frequency atmospheric variability may

change the low-frequency variability of atmospheric cir-

culation by its residual contribution. This indicates a

positive feedback between the phenomena of two different

timescales. This interaction will have tremendous impli-

cations for ENSO and MJO dynamics. Hence the present

paper opens a new avenue for exploring further studies, of

course with more detailed dynamics.
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