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Abstract The dynamic-thermodynamic granular rheol-
ogy sea-ice model of Tremblay and Mysak is validated
against 40 years of observed sea-ice concentration (SIC)
data. Subsequently, the mechanisms responsible for
producing SIC anomalies in the model are evaluated by
studying the coupled variance (using the singular value
decomposition method, SVD) between the simulated
SIC anomalies and the ice speed and air temperature
anomalies. To execute this validation, a 49-year (1949–
97) simulation (including a 9-year spin-up period) of the
Arctic and peripheral sea-ice cover using daily varying
winds and monthly mean air temperatures is produced.
In general, the simulated SIC variations for 1958–97 in
the East Siberian, Chukchi and Beaufort seas are in
agreement with observations, while larger discrepancies
occur in the Laptev and Kara seas. Moreover, the sen-
sitivity of the model to southerly wind anomalies in
creating summer SIC anomalies compares well with the
observed sensitivity; however, the model’s sensitivity to
summer air temperature anomalies is weaker than ob-
served. The summer SIC anomalies over an entire sea
are not influenced by variations in the level of river
runoff. Results from the SVD analysis show that the
main source of variability in the peripheral seas is as-
sociated with the variation in the strength of the Arctic
High; in the East Siberian and Laptev seas, the
strengthening and weakening of the Transpolar Drift
Stream also play an important role. Over the entire
Arctic domain, surface air temperature anomalies are
negatively correlated with sea-ice anomalies. Finally, the
observed downward trend in total sea-ice cover in the

last two decades as well as record minima in the East
Siberian Sea are well reproduced in the simulation.

1 Introduction

The Arctic Ocean sea-ice cover varies annually in its
areal extent from a minimum of 7.8 · 106 km2 in Sep-
tember to 14.8 · 106 km2 in March (Barry et al. 1993),
with maximum interannual variations of up to 0.5 ·
106 km2 (Cavalieri et al. 1997). Superimposed on this
interannual variability is a downward trend in the areal
extent of the Arctic Ocean sea-ice cover in the last two
decades (Cavalieri et al. 1997; Parkinson et al. 1999),
which is mainly apparent during the summer months.
Such variations in summer SICs will have an influence
on high-latitude climate in a number of ways. A smaller
ice extent will, for example, lead to an increased ab-
sorption of shortwave radiation by the relatively darker
ocean surface in peripheral seas and possibly, to a fur-
ther decrease in sea-ice cover. It will also lead to an
increase in the mixing of river runoff with shelf water.
These two effects will have an influence on the stratifi-
cation and the heat content of the mixed-layer and hence
on the timing of the next fall freeze-up. Also, biological
productivity which relies heavily on the presence of light
and the release of nutrients by the melting sea ice will
follow closely the changing ice-edge position. Finally,
fluctuations in summer sea-ice cover will affect the
navigability in the peripheral seas of the Arctic Ocean.

Relative minima and decreases in Arctic sea-ice cover
have recently been observed and analyzed by Chapman
and Walsh (1993), Maslanik et al. (1996), Cavalieri et al.
(1997) and Parkinson et al. (1999). Maslanik et al. (1996)
studied Arctic summer ice concentration and extent and
reported ice concentrations in September 1993 to be at a
17-year low. They also reported that some areas con-
sistently covered by ice from 1979 to 1989 were ice-free
in 1990, 1993 and 1995. Cavalieri et al. (1997) analyzed
passive microwave satellite observations and found that
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from November 1978 through December 1996, the areal
extent of sea ice decreased by 2.9 ± 0.4% per decade in
the Arctic. Parkinson et al. (1999) calculated an overall
decreasing trend of 2.8% per decade in Arctic sea-ice
extents (through a regional analysis of observational
data) over the same 18-year period. Chapman and
Walsh (1993) reported similar trends and also that new
summer relative minima had been achieved three times
in the years 1976–1990; however, they found no appar-
ent decreases for the Arctic sea-ice extent for winter.

Data analysis studies of the sea-ice cover generally
demonstrate that its interannual variability tends to be
organized into geographical patterns that are closely
related to dominant structures of atmospheric circula-
tion variability patterns (Slonosky et al. 1997; Mysak
and Venegas 1998; Deser et al. 2000), which locally
manifest themselves as surface air temperature and wind
anomalies (Prinsenberg et al. 1997). One objective of this
study is to determine how well the temporal and spatial
patterns of sea-ice cover variability in the Arctic Ocean
and peripheral seas can be reproduced by the thermo-
dynamic-dynamic model of Tremblay and Mysak
(1997). In particular, the ability of the model to simulate
the year-to-year variability in sea-ice cover and extreme
events in the diminuation of its areal extent is examined.
This study complements the work of Arfeuille et al.
(2000) which focused on analyzing the variability of the
sea-ice volume in the Arctic Ocean. To achieve this ob-
jective, a 40-year simulation of the Arctic sea-ice cover
and peripheral seas is compared with observed sea-ice
concentration (SIC) data obtained from the Hadley
Centre for Meteorological Research (HadISST data set).
A second purpose is to examine the relative importance
of dynamic and thermodynamic effects on the SIC
variability within the Arctic region, by studying the re-
sponse of simulated and observed SIC to air temperature
and wind forcing anomalies from the NCEP (National
Centers for Environmental Prediction) reanalysis pro-
ject, and the co-variability of the simulated fields using
the singular value decomposition (SVD) method of
analysis. By-products of this study are the validation of
NCEP surface air temperatures against station data and
the determination of the role river runoff plays in pro-
ducing summer SIC anomalies.

A brief description of the coupled slab ocean sea-ice
model employed is given in Sect. 2. The HadISST data
set used in this study is described in Sect. 3. In Sect. 4, a
discussion of the data-model intercomparison is pre-
sented. The main conclusions drawn from this investi-
gation are summarized in Sect. 5.

2 Sea-ice model

In the model of Tremblay and Mysak (1997) the sea-ice cover is
considered to consist of many floes and is assumed to behave as a
large-scale granular material in slow continuous deformation under
the action of the winds and ocean currents. The resistance of sea ice
to a compressive load is considered to be a function of its thickness
and concentration, and its shear resistance is proportional to the

internal ice pressure at a point. In divergent motion, the ice offers
no resistance and the floes drift freely. The boundary conditions for
the ice dynamic equations are zero normal and tangential velocity
at a solid boundary and free outflow at open boundaries (Hibler
1979). Thermodynamically, a simple two-category (ice and no ice)
model is used, which calculates the mean ice thickness and con-
centration in a grid cell (Hibler 1979). In the vertical, the zero-layer
model of Semtner (1976) with a linear temperature profile from the
ice base to the ice surface is used. This type of model is appropriate
for ice thicknesses smaller than about 3 m when using monthly
averaged atmospheric forcing.

The sea-ice model is coupled thermodynamically to a slab ocean
with prescribed steady, but spatially varying ocean currents. At
open boundaries (Bering Strait, Greenland/Norwegian seas) the
temperatures are specified from monthly climatologies extracted
from Levitus (1994); at continental boundaries, the horizontal
ocean heat flux is set to zero. In this model, the ocean is allowed to
warm up despite the presence of ice in a grid cell. The transfer of
heat between the ocean and the ice is achieved through sensible
heat transfer, in a similar manner to the heat transfer between the
ice and the atmosphere. This gives a more realistic ice retreat
during the melt season. A more complete description of this model
can be found in Tremblay and Mysak (1997).

3 HadISST data set

The UK Hadley Centre Global Ice and Sea Surface Temperature
data set (HadISST) used in this study contains monthly mean sea
surface temperature (SST) and sea-ice coverage data from 1871 to
the present. In the following analyses, end-of-month Arctic SIC
data from HadISST on a 1� latitude by 1� longitude grid for the
period of 1958 to 1997 are used. The SIC for these years of study in
HadISST are a merging of several data sets, including the Walsh
Northern Hemisphere SIC charts (Walsh 1995), the National Ice
Center charts and passive microwave retrievals [from the Scanning
Multichannel Microwave Radiometer (SSMR) and Special Sensor
Microwave/Imager (SSMI) instruments carried on Nimbus 7 and
the Defense Meteorological Satellite Program].

Prior to 1972, the SIC data are less homogeneous than those of
the satellite era due to (1) changes in the analysis procedures used
by several agencies (Chapman and Walsh 1993) which results in
inconsistencies in overlapping data (Walsh 1978); (2) the use of
‘‘estimated’’ concentrations in some analyses; and (3) the need to
temporally interpolate data for some regions when no data were
available for a particular month (Chapman and Walsh 1993). As
well, the Walsh data set prior to 1979 contains large areas having
100% SIC, and thus lacks a realistic spatial variability which would
be more consistent with the leads and other fractures present in the
ice. The satellite-derived SIC can be overestimated by up to 10%
when liquid water cloud is present (Oelke 1996); the overestimation
depends on surface type: open ocean, first-year ice or multi-year ice.
In contrast, melt-ponds resting atop the ice cover yield lower SIC
than observed. The ‘‘penetration depth’’ of liquid water at micro-
wave frequencies is very shallow and so even a thin layer of water
on top of the ice could yield the same low emissivities as would be
seen for a calm open ocean. Thus melt-ponds result in an under-
estimation of the amount of SIC. Finally, the liquid water within
the snow pack when melting first begins leads to an increased
emissivity at passive microwave frequencies and therefore an
overestimation of SIC (J.A. Maslanik personal communication
2000). The HadISST data set has been massaged in order to try to
alleviate some of the above mentioned problems. This massaging
includes ‘‘correcting’’ the summer melt bias in the passive micro-
wave retievals due to surface melt and ponding, and by adding
spatial variability to the Walsh SIC data. A complete description of
this data set including the sources and merging procedure can be
found in Rayner et al. (in press 2002).

To ease comparison between model results and observations,
the HadISST data were bi-linearly interpolated onto the model
cartesian grid (110 km · 110 km resolution), which includes the
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Arctic, its peripheral seas and the Nordic seas (Greenland-Iceland-
Norwegian seas, see Fig. 1). First, the HadISST data set was
scanned for patches of missing data. For the grid cells bordering
these regions of missing data (where the model grid cell was
sometimes not surrounded by all four grid cells of SIC observa-
tional data), the SIC was extrapolated linearly. For grid cells
interior to these regions, no attempt was made to ‘‘create’’ infor-
mation and the region was flagged as missing data.

4 Results

In this section, the last 40 years of simulated SIC
anomalies from a 49-year run (1949–97) using the
Tremblay and Mysak (1997) sea-ice model are present-
ed. In this run, the first nine years (1949–57) are used to
spin-up the model and are not included in the model-
data intercomparison analysis. The model is forced with
daily varying winds and monthly mean varying air
temperatures and humidity derived from the NCEP re-
analysis data. The model physical domain includes the
Arctic Ocean and the Nordic seas (see Fig. 1).

Simulated and observed time series of monthly SIC
anomalies are first compared for each of the Arctic
Ocean’s peripheral seas and Nordic seas. In an attempt to
better understand the differences between the simulated
and observed SIC anomalies, the NCEP air temperatures
used to force the model are compared with measured air
temperatures at various Arctic coastal stations from the
Environmental Working Group Joint US-Russian Arctic
atlas. Next, the potential effects of river runoff on sum-
mer SIC anomalies are investigated from observed SIC
and river runoff data. This is followed by a study of the
model SIC sensitivity to dynamic (wind) and thermody-
namic (air temperature) forcing during summer.

Singular value decomposition (SVD) analysis of
simulated SIC and sea-ice drift speeds, as well as simu-
lated SIC and atmospheric temperature is then used to
determine the links between sea-ice dynamic/thermody-
namic effects and SIC anomalies and their relative
importance in creating sea-ice anomalies in the Arctic.

In the SVD analysis, the sea-ice drift speed is used as a
proxy for wind. This approach allows for a more direct
assessment of the link between sea-ice motion and the
mechanisms responsible for the formation of SIC
anomalies. As well, it is indicative of its link with wind
forcing, as sea-ice drifts mostly follow isobars except
in certain regions where ice floe interaction is very small
or very large (see for instance, passive microwave
derived sea-ice velocity from Kwok, http://www.radar.
jpl.nasa.gov/rgps/image_files/930408_grid.gif). The ratio
of ice drift speed to surface wind speed can vary sub-
stantially, particularily when ice is thick and compact
over a large area. Since this could be a limiting factor in
analyzing the SVD results of the coupled SIC anomalies
and sea-ice speed anomalies, SVD analysis was used to
examine the coupled variance between the simulated SIC
anomalies and SLP anomalies. The spatial patterns of
the first mode were a smoother version of the coupled
SIC anomalies and sea-ice speed anomalies shown in
Fig. 5 and therefore are not presented here. Yi et al.
(1999) presented an SVD analysis of SIC and sea level
pressure (SLP) for the region poleward of 45�N; how-
ever, on this scale, the co-variability is dominated by an
NAO-like SLP pattern and the Greenland/Barents –
Labrador seas SIC dipole. Finally, the simulated sea-ice
extent anomalies for the total Arctic for 1958–97 are
shown and compared with the recent (1978–96) observed
trend in the sea anomalies.

4.1 Regional time series

For each region shown in Fig. 1, anomalies of spatially
averaged monthly mean SIC were calculated, for both
simulated and observed data (Fig. 2). The correlation
coefficients between the modelled and observed time
series were then calculated to assess the level of the
agreement. In the following, the 95% significance level
(estimated using a two sided t-test) is presented in square
brackets following the correlation coefficient with which
it is associated. In general, the simulated and observed
SIC anomalies are in agreement for the Beaufort,
Chukchi, East Siberian and Laptev seas (Fig. 2a–d) and
less so for the Kara Sea (Fig. 2e). A striking feature
common to several of the peripheral seas is the large
negative anomalies observed in the 1990s (especially
apparent in the Chukchi and East Siberian seas). The
Arctic Oscillation (AO) index was very positive in the
1990s (Thompson and Wallace 1998) causing negative
SIC anomalies in the Laptev and East Siberian seas (a
correlation map, not presented, between the observed
anomalous SIC and the NAO index shows negative
centres of action in both the Laptev and East Siberian
seas). Some of these negative SIC anomalies are repro-
duced by the model (see Fig. 2b, c). The presence of melt
ponds, which are interpreted as open water by the
passive microwave retrievals, is also believed to be par-
tially responsible for the observed low SIC (N. Rayner
personal communication 2001). Ignoring the change in

Fig. 1 Map of the Arctic and peripheral seas, as defined for this
study

Armstrong et al.: A data-model intercomparison study of Arctic sea-ice variability 467



the mean SIC value in the 1990s as compared to the
earlier part of the data set, the relative observed year-to-
year changes in SIC seem to be captured by the model.

In the Chukchi Sea (Fig. 2b), the agreement between
the two time series is lower than in its two adjacent seas
(Beaufort and East Siberian seas): a possible reason for
this is the omission of the interannually varying Bering
Strait inflow in this region (Coachman and Aagaard
1988). Extreme minima in the 1990s, unprecedented
within the passive microwave SIC record and primarily
reflecting reduced ice cover over the East Siberian and
Laptev Seas (Maslanik et al. 1996; Serreze et al. 1995),
are also apparent in the time series of the modelled SIC
(see Fig. 2c, d).

The spatially averaged time series of SIC in the
Greenland, Norwegian and Barents Seas (not shown)
yield lower correlations between the observed and sim-
ulated data of 0.23 [0.13], 0.21 [0.13] and 0.22 [0.13]
respectively. These lower correlations suggest that other
key processes and features absent in the present model
may also be important for determining the SIC vari-
ability in the Greenland, Norwegian and Barents seas.
For example, the temporal variability of the North At-
lantic Drift inflow (prescribed as constant in the model)
strongly influences the sea-ice cover in the Norwegian
and Barents seas (Dickson et al. 2000). Further, the
mixed layer depth (held fixed everywhere in the model)
and ocean stratification differ greatly in the Arctic and
the Greenland Sea (Zhang et al. 1998). In particular,
because of the relatively weak stratification in the
Greenland Sea, winter convective overturn can bring
large quantities of heat into the upper ocean which melts
the sea ice there (Broecker and Denton 1990).

4.2 Assessment of the NCEP thermodynamic forcing

In order to better understand the discrepancies between
the observed and simulated SIC anomalies in the pe-
ripheral seas of the Arctic presented above, a number of
factors were analyzed. First the NCEP air temperatures
used to force the model were compared with coastal
station air temperatures taken from the Environmental
Working Group (EWG) Joint US-Russian Arctic Atlas
as a means of verifying the quality of the thermody-
namic forcings of the model. Time series for one station
in each of the peripheral seas are shown in Fig. 3.

In general, the NCEP temperatures are in good
agreement with measured surface air temperature from
the EWG working group, although some discrepancies
do exist. Nevertheless, correlations between summer
mean air temperature errors (NCEP minus EWG air
temperatures) and SIC anomaly errors (simulated minus
observed SIC anomalies) are statistically insignificant,
and thus these temperature differences are not likely a
major factor in the discrepancies found between simu-
lated and observed SIC anomalies.

In fall, the NCEP air temperatures systematically
lead the station (coastal) values by 15 days. The fall lead

Fig. 2 Time series of observed (solid ) and modelled (dashed )
area averaged anomalous SIC (expressed in tenths) for the a
Beaufort, b Chukchi, c East Siberian, d Laptev and e Kara seas.
The correlation coefficients between the two time series in each
plot are 0.67 [0.13], 0.41 [0.13], 0.54 [0.13], 0.41 [0.13] and 0.24
[0.13]

468 Armstrong et al.: A data-model intercomparison study of Arctic sea-ice variability



in the NCEP air temperature data is due to the way the
surface boundary condition in the NCEP reanalysis
is specified. In the NCEP reanalysis simulations, the
surface conditions (i.e., ice concentration) in ice covered
seas are taken from the GISST data set. In order to
calculate the surface temperature and the ocean–atmo-
sphere heat flux, the ice thickness is also required. NCEP
assumes a 3 m ice thickness with no lead fraction as
soon as the ice is present in the fall (Markia Holland

personal communication 2002; Bitz et al. 2002). Since
the ice thickness in the peripheral seas is about 1 m in
late winter and much thinner in the fall this would limit
the heat fluxes from the ocean to the atmosphere re-
sulting in a colder overlying air temperature. However,
this time-lead would have more of an effect on the
timing of the seasonal cycle. In the Beaufort Sea
(Fig. 3a), there is a systematic temperature bias of
approximately two degrees in the summer, with

Fig. 3 Time series of measured
(solid line) and NCEP (dashed
dot) surface air temperature in
the a Beaufort, b Chukchi, c
East Siberian, d Laptev, e Kara
and f Barents seas. The mea-
sured EWG data used is from
Barter Island (WMO Station
70086, 70.10N 216.40E) for the
Beaufort Sea, Ostrov Koluchin
(WMO Station 25286, 67.47N
185.37E) for the Chukchi Sea,
Ostrov Chetyrekhstolbovoy
(WMO Station 21965, 70.63N
162.40E) for East Siberian Sea,
Ostrov Dunay (WMO Station
21613, 73.93N 124.50E) for the
Laptev Sea, Ostrov Izvestig Zik
(WMO Station 20471, 75.92N
83.08E) for the Kara Sea and
Vardo (WMO station 81098,
70.40N 31.10E) for the Barents
Sea. The difference between
NCEP and measured air tem-
perature at each station is
shown as a dashed line
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NCEP temperatures being warmer. Such a temperature
difference in summer can lead to a significantly different
surface energy budget and consequently a very different
total summer melt (Flato and Brown 1996). This could
have an effect on the long term and interannual vari-
ability of the sea-ice cover. As will be seen later, the
sensitivity of the model to thermodynamic forcing is
lower than in reality, and a good correspondence be-

tween observed and simulated SIC was still possible. In
the Chukchi Sea (Fig. 3b), some discrepancies exist in
the December, January air temperatures with NCEP
temperatures often being colder. The most striking fea-
ture, however, occurs in the Laptev Sea (Fig. 3d) for the
winters 1980 and 1981 with peak winter temperatures
being ten degrees warmer than observed. A five degree
discrepancy of the NCEP temperatures for the winters of

Fig. 3 (Contd.)
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1976, 1978 and 1987 is also noted. As well, the NCEP
temperatures seem to be colder by approximately two
degrees in the peak summer months. Again, this could
lead to differences in the simulated SIC variability. In
the Barents Sea (Fig. 3f), differences in air temperature
of three to four degrees in both winter and summer are
also present, with NCEP temperatures being colder than
station data. In the East Siberian and Kara Seas, the
agreement between observed and NCEP temperatures is
very good.

4.3 Sensitivity of summer SIC anomalies
to river runoff and summer southerly wind
and air temperature anomalies

The monthly mean river runoff anomalies for each pe-
ripheral sea are shown in Fig. 4 along with the corre-
sponding regional observed summer SIC anomalies. The
goal is to determine whether positive anomalies in river
runoff could lead to an earlier ice cover breakup and
negative summer SIC anomalies due to the ice-albedo
feedback. The simulated SIC anomalies are not shown
as the vertical resolution in the slab ocean model is too
coarse to resolve the effects of river runoff. The river
runoff data presented in Fig. 4 were compiled by New-
ton (2001) from various sources, including Becker
(1995), Roach et al. (1995), Atmospheric Environment
Service (1994) and C. Bromwich (personal communica-
tion 1996). The correlation coefficients for the time series
(Fig. 4) in each sea are not significant: i.e. the level of
river runoff does not seem to affect the summer SICs of
any particular entire sea. However, in an EOF analysis
of SIC in the Beaufort Sea, Chouinard and Garrigues
(1995) did find a local effect of the river runoff de-
creasing sea ice conditions near the river mouth, thereby
forcing the spring break-up to come earlier.

In order to assess the model’s sensitivity to thermo-
dynamic and dynamic effects and to compare it to the
observed sensitivity, monthly mean southerly wind and
air temperature time series for each peripheral sea were
compiled from the NCEP data set. The two time series
were then correlated with the model and observed SIC
anomaly time series for each peripheral sea. For the
southerly wind and air temperature anomalies, early
summer (May–July) and summer (June–August) aver-
ages were used respectively. For the SIC anomalies, late
summer (July–September) averages were used. The av-
eraging period for these indices takes into account the
advective and thermodynamic time scales associated
with the formation of sea ice anomalies, as a lag between
wind (or air temperatures) and the formation of SIC
anomalies is expected (Tremblay and Mysak 1998).
These correlations are presented in Table 1. The aver-
aging period for the two indices takes into account the
advective and thermodynamic time scales associated
with the formation of sea-ice anomalies (Tremblay and
Mysak 1998). The correlation coefficients for the ob-

Fig. 4 Time series of normalized observed summer SIC anomalies
(solid line) and river runoff (dashed line) for the a Beaufort, b East
Siberian, c Laptev, dKara and e Barents seas. The river runoff time
series comprise the a MacKenzie, b the Indigirka and Kolyma,
c Lena, d Ob and Yenisey and, e the Pechora and Dvina rivers

Armstrong et al.: A data-model intercomparison study of Arctic sea-ice variability 471



served SIC time series show that the thermodynamic
effects dominate over dynamic effects in producing SIC
anomalies, especially in the East Siberian, Laptev, Kara
and Barents seas where thinner ice is present. Also, the
model’s sensitivity to dynamic effects is in very good
agreement with the observed sensitivity. The model does
not, however, seem to be sensitive enough to thermo-
dynamic forcing. This is especially true in the East
Siberian and Laptev seas where thicker ice is present in
the mean simulated climate, reducing the sensitivity of

the model to thermodynamic forcing. It should be
mentioned that control experiments were performed in
order to isolate the effects of the two types of forcing.
The model simulation was repeated using, (1) climato-
logical winds and monthly varying temperatures and (2)
climatological temperatures and daily varying winds.
The simulated results using climatological temperatures
were not significantly different from the run presented
here, confirming again that the model is not sensitive
enough to thermodynamic forcing.

4.4 SVD analysis

The spatial and temporal patterns of sea-ice variability
were next studied using the SVD method of analysis in
order to identify pairs of coupled spatial patterns for (1)
simulated SIC and sea-ice speed anomalies, and (2)
simulated SIC and air temperature anomalies.

The leading SVD mode of the coupled SIC anomalies
and sea-ice speed anomalies during the period 1958–97,
which accounts for 41% of the total square covariance,
is shown in Fig. 5. The correlation coefficient between
the expansion coefficients of the coupled fields is 0.47
[0.13]. The largest positive SIC anomalies are found in
the centre of the Beaufort Gyre (Fig. 5a), whereas away
from the centre of the Gyre, the anomalies decrease in
magnitude, becoming negative in the peripheral seas.

Table 1 Correlation coefficients between early summer (May–July)
southerly wind anomalies (Va) and late summer (July–September)
SIC anomalies for each peripheral sea (first two columns) for both
simulated and observed data. The last two columns contain the
correlation coefficients between summer (June–August) air tem-
perature anomalies (Ta) and late summer (July–September) SIC
anomalies for each peripheral sea. The last correlation in the last
column is not statistically significant at the 95% level

Sea Va Ta

Observed Simulated Observed Simulated

Beaufort 0.50 0.47 0.65 0.58
Chukchi 0.66 0.67 0.82 0.50
East Siberian 0.34 0.42 0.69 0.46
Laptev 0.40 0.54 0.68 0.40
Kara 0.15 0.60 0.60 0.50
Barents 0.30 0.30 0.60 [0.26]

Fig. 5 Leading SVD mode of
the a coupled sea-ice concen-
tration (SIC) anomalies and
b sea-ice speed anomalies
during 1958–97. The contour
interval is 0.02 and the darkened
line is the zero contour. The
square covariance fraction
corresponding to this mode is
41%. The solid and dashed lines
in c represent the three-month-
running mean of the time series
of the expansion coefficients for
the coupled SIC and sea-ice
speed anomalies respectively.
The correlation coefficient
between the expansion
coefficients of both variables
is 0.47 [0.13]
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Similarly, low ice speeds are present at the centre of the
Gyre (Fig. 5b), and higher speeds occur away from the
centre of the Gyre. On average, the sea-ice drift circu-
lation in the central-western Arctic is clockwise (the
Beaufort Gyre) due to the climatological Arctic High
pressure system in the winter which dominates the yearly
average. This results in low level divergence in the at-
mosphere and surface convergence in the ocean. Any
strengthening (weakening) of the Arctic High will cause
an increased convergence (divergence) at the centre of
the High and a lower sea-ice drift speed there due to
increased (decreased) interactions, as seen in Fig. 5a, b.
Conversely, larger ice speed and negative SIC anomalies
will be present in the peripheral seas. The fact that this
first mode accounts for 41% of the covariance along
with the high correlation between the expansion coeffi-
cients suggest that SIC in the central Arctic, as governed
by wind speed, reacts first to changes in surface con-
vergence and divergence associated with the strength of
the Arctic High.

The second SVD mode of the coupled SIC anoma-
lies and sea-ice speed anomalies during the period
1958–97, which accounts for 23% of the total square
covariance, is shown in Fig. 6. The largest negative SIC
anomalies are present in the East Siberian Sea
(Fig. 6a), with a tongue extending out toward Fram

Strait that is accompanied by a positive ice speed
anomaly (Fig. 6b). This tongue is associated with the
Transpolar Drift Stream, which exports ice from the
eastern Arctic through Fram Strait, into the Greenland
Sea. Hence, any positive (negative) fluctuations in the
strength of the Transpolar Drift Stream will cause
negative (positive) anomalies in the SIC in the East
Siberian Sea and in the tongue which extends out toward
Fram Strait. For instance, in 1968, a year with a particu-
larly broad Transpolar Drift Stream exporting ice out of
theLaptev Sea.A strong signal in both the SIC and sea-ice
speed expansion coefficients (Fig. 6c) is evident.

Finally, the geostrophic winds in the Kara and Lap-
tev seas, on average, tend to push ice out of these re-
gions, and so an increase in the wind speed results in an
increase in ice export out of both the Kara and Laptev
seas. This is apparent in Fig. 6 with negative ice anom-
alies and positive ice speed anomalies present in these
seas. Given that the correlation coefficient between the
expansion coefficients of the two variables is moderately
high, it is seen that anomalous wind speeds play an
important role in determining ice concentrations in the
East Siberian Sea at the base of the Transpolar Drift
Stream.

The correlation coefficient between the expansion
coefficients of the SIC anomalies and sea-ice speed

Fig. 6 Second SVD mode of
a the coupled sea-ice concen-
tration (SIC) anomalies and
b sea-ice speed anomalies
during 1958–97. The contour
interval is 0.02 and the darkened
line is the zero contour. The
square covariance fraction cor-
responding to this mode is 23%.
The solid and dashed lines in
c represent the three-month-
running mean of the time series
of the expansion coefficients for
the coupled SIC and sea-ice
speed anomalies respectively.
The correlation coefficient
between the expansion coeffi-
cients of both variables is 0.43
[0.13]
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anomalies for the third SVD (not shown), which ac-
counts for 12% of the total square covariance, is 0.50
[0.13]. The physical interpretation of these spatial pat-
terns is that anomalously low winds in the Fram Strait
area result in less ice than normal being advected out of
the Arctic and hence negative anomalies of SIC in the
Greenland Sea (or vice versa).

The leading SVD mode of the coupled SIC anomalies
and surface air temperature anomalies during the period
1958–97, which accounts for 57% of the total square
covariance, is shown in Fig. 7. The dipole structure in
the air temperature field of this coupled mode is ac-
companied by an opposite dipole structure in the SIC
field, as expected since higher air temperatures will lead
to lower SIC. The correlation coefficient between the
expansion coefficients of both variables is 0.46. The
second and third SVD coupled modes for SIC and air
temperature anomalies are not shown as they are effec-
tively degenerate modes, according to the criterion of
North et al. (1982).

4.5 Time series of the extent of Arctic sea-ice cover

The time series of the total simulated sea-ice cover area
(with SIC greater than 15%) for the central Arctic and

its peripheral seas (excluding the Greenland, Norwegian,
Barents and Kara seas), is presented in Fig. 8. Also in-
cluded is a linear trend line that best fits the simulated
time series data (in a least-squares sense) for the No-
vember 1978 to December 1996 time period (following
Cavalieri et al. 1997; Parkinson et al. 1999). The trend
from the simulated results is –1.1% per decade as
compared to the observed trend of –2.9% reported in
Cavalieri et al. (1997). The low sensitivity of the model
to the thermodynamic forcing could be partly respon-
sible for the underestimated simulated downward trend.
Prior to 1978, two large SIC anomalies are simulated
(1959 and 1969); these correspond to years with large ice
exports through Fram Strait and a broad Transpolar
Drift Stream causing lower SIC than normal (Tremblay
et al. 1997). Since 1978, the observed sea level pressure
has been decreasing in both the summer and winter
months in the Arctic. A lower SLP results in a more
divergent flow field for sea ice and typically more ice
export. This can certainly account, in part, for the ob-
served downward trend. When compared to the simu-
lated SIC anomaly time series for all of the peripheral
seas (Fig. 2), the East Siberian Sea appears to be the
region most responsible for the negative trend in Arctic
sea-ice extent, which is consistent with Arfeuille et al.
(2000).

Fig. 7 Leading SVD mode of a
the coupled sea-ice concentra-
tion (SIC) anomalies and b air
temperature anomalies during
1958–97. The contour interval is
0.02 and the darkened line is the
zero contour. The square co-
variance fraction corresponding
to this mode is 57%. The solid
and dashed lines in c represent
the three-month-running mean
of the time series of the expan-
sion coefficients for the coupled
SIC anomalies and air temper-
ature anomalies respectively.
The correlation coefficient be-
tween the expansion coefficients
of both variables is 0.46 [0.13]
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5 Conclusions

Modelled Arctic sea-ice concentration (SIC) and corre-
sponding observational data for the period 1958–97
have been compared to test the model’s ability to sim-
ulate the observed SIC as well as to gain a better un-
derstanding of the thermodynamic and dynamic
physical processes responsible for producing sea ice
concentration anomalies. To help focus the discussion,
several of the model-data intercomparisons were done
on a regional basis.

In the regional study of area-averaged anomalous
SIC time series, the model reproduces the observed
variability reasonably well in the Beaufort, Chukchi,
East Siberian and Laptev seas. The minima in SIC of
the 1990s reported in recently published literature
(Parkinson et al. 1999; Cavalieri et al. 1997; Maslanik
et al. 1996; Serreze et al. 1995) are reproduced in the
simulated results. The NCEP temperatures used to force
the model are, in general, in good agreement with the
EWG observed temperatures. In the Laptev Sea, how-
ever, for the winters 1980 and 1981, differences of peak
winter temperatures were found to be ten degrees
warmer than observed. Although this implies a signifi-
cantly different surface energy budget, the model’s
sensitivity to thermodynamic forcing is lower than ob-
served and so does not lead to a significant departure
from the observed SIC. The model’s sensitivity to
southerly wind anomalies in producing SIC anomalies is
in good agreement with the observed sensitivity. The
analysis of river runoff data shows that it is not im-
portant in creating SIC anomalies in the total area of a

sea, although other studies show that it may have a
local impact at the mouth of the river. The SVD anal-
ysis demonstrated that the main features of anomalous
co-variability between SIC and ice speed in the Arctic
were the contraction and expansion of the Arctic High
and the strengthening and weakening of the ice veloci-
ties in the Transpolar Drift Stream. Finally, a down-
ward trend over the past two decades of 1.1% per
decade was calculated for the time series of the simu-
lated extent of the Arctic sea-ice cover. This downward
trend can mainly be attributed to negative anomalies in
the East Siberian Sea.
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