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[1] A dynamical mechanism is described that modulates the tilt of the sea-surface
height and pycnocline depth between the central Arctic and the continental shelves.
A simple analytical model is presented, forced with idealized zonal winds over an
idealized, 2-layer, cylinder representing the Arctic Ocean. Ekman transports are linked to
sea-surface and pycnocline tilt anomalies and basin-scale circulation in response to an
annular wind anomaly. We compare the results to tide gauge data, as well as results from a
more realistic numerical simulation and find that the model explains a major fraction of the
interannual-to-decade scale sea-surface height anomalies at Arctic coastal tide gauges.
The analytical model indicates, for example, that on the order of 10 cm of the observed
rise of about 18 cm in coastal Arctic sea-surface height between about 1985 and 1993 was
probably a response to increased Westerly winds associated with a strong positive
phase of the Northern Annular Mode of atmospheric variability. The pycnocline depth
anomaly time series from the model is used to calculate implied changes in the outflow of
relatively fresh Polar Water to the North Atlantic. The comparisons indicate that the
Ekman transport mechanism is important to changes in the export of buoyancy from the
Arctic Ocean on seasonal, interannual, and decadal timescales.
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1. Introduction

[2] We are motivated in this paper by an interest in the
exchange of buoyancy between the Arctic Ocean and the
North Atlantic. To ‘‘zeroth’’ order, the Arctic Ocean can be
thought of as an estuarine embayment of the Atlantic
Ocean, with salty (about 34.9 to 35 psu) North Atlantic
water flowing in from the south and sinking below a layer
of relatively fresh ‘‘Polar’’ water (salinity about 30 to
32.5 psu). Polar water flows to the North Atlantic in the
East Greenland Current and through the straits of the
Canadian Arctic Archipelago. This exchange constitutes a
flux of buoyancy from the surface Arctic to the surface of
the Nordic seas, where it modulates the vertical stratification
over the convective gyres that ventilate the deep North
Atlantic. In this way, the outflow of fresh water from the
Arctic plays a role in the meridional overturning circulation
(MOC) and, through the MOC, in the global climate. In
what follows we describe a simple model of the Arctic and
how changes in the large-scale wind patterns can change
the sea-surface height (SSH) and the depth of the bottom of
the pycnocline at the periphery of the Arctic Ocean. The
implication is that when the SSH is high and the mixed
layer thick at the Arctic periphery, the buoyant outflow will
increase, and vice versa.

[3] The relatively fresh layer overlying the deep basins of
the Arctic Ocean is typically ten to several tens of meters
thick and grades into a halocline that constitutes nearly all
of the vertical stratification in the water column [see, e.g.,
Environmental Working Group (EWG), 1998]. The base of
the halocline is generally 150 to 200 meters deep, and
attains its deepest levels in the ‘‘Beaufort Gyre’’, an
anticyclonic feature in the Canadian Basin [see, e.g., Swift
et al., 1997]. Relative to the salinity of all Arctic Ocean
water (about 34.8), the upper waters of the Arctic Ocean
contain a fresh water ‘‘excess’’ on the order of 60,000 km3

(calculated from EWG [1998]; also, see analysis in Aagaard
and Carmack [1989]). This would be sufficient to form a
layer of pure fresh water about 6 m thick covering the
10 million square kilometer area of the deep basins of the
Arctic Ocean. In addition, there is an annual average of
about 17,000 km3 of fresh water stored in Arctic sea-ice
[Aagaard and Carmack, 1989]. Figure 1 displays the
horizontal distribution of the time-averaged freshwater
anomaly, relative to a reference salinity of 34.8, in the
upper 2000 meters of the Arctic water column.
[4] The Arctic surface waters are maintained at a rela-

tively low salinity by river runoff, the inflow of relatively
fresh Pacific surface water through Bering Strait, and local
precipitation [Aagaard and Carmack, 1989; Yang, 1999;
Schlosser et al., 2002]. The fresh water inflows are difficult
to monitor in any precise way, and are variable in time, but we
can give rough estimates of their sizes. Terrestrial discharge,
including major rivers and diffuse sources (streams, ground-
water leakage, melting tundra) supplies about 4,300 km3 per
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year [Shiklomanov et al., 2000; R-Arctic Net database]. The
inflow through the main channels of Bering Strait averages
about 0.85 Sv (Sverdrup = 106 m3/s), and is about 2 ±
0.5 psu less saline than the North Atlantic inflow, which is
equivalent to adding about 1,700 km3 of pure fresh water to
the Bering Strait area each year [Aagaard and Carmack,
1989; Roach et al., 1995]. In addition, the Alaskan Coastal
Current and seasonal influxes of sea ice through Bering
Strait add about another 800 km3 [Woodgate and Aagaard,
2005]. Average precipitation rates are about 23.7 cm [Yang,
1999], of which about 9.9 cm sublimates [Dery and Yau,
2002] and 2.3 cm ablates through wind action and is
sublimated in the atmosphere. These estimates are in good
agreement with net P-E estimates from satellites (13 to
15 cm, depending on the area considered [Groves and Francis,
2002]). We take a rough net accumulation from precipita-
tion of approximately 12 cm, or about 1,200 km3 over the
deep Arctic. The annual supply of fresh water from all sources
is thus on the order of 7,800 km3 per year, which represents
about one tenth of the freshwater ‘‘reservoir’’ in the upper
ocean and ice over the central Arctic Ocean.
[5] At steady state, the average freshwater flux out of the

Arctic Basin must balance the supply. However, over any
season, year or decade the inflows may be larger or smaller
than the outflows, leading to accumulation or depletion of
the freshwater reservoir. In this contribution we describe a
mechanism through which the large-scale wind patterns
modulate freshwater export from the Arctic surface waters,
thereby changing the export of buoyancy from the Arctic
Ocean to the Nordic seas and Baffin Bay.
[6] We begin, in section 2, with a brief overview of the

problem. In section 3 we describe our conceptual model and
present an analytic solution. We consider a simple model:
purely zonal surface stresses, representing an idealized
Northern Annular Mode, forcing a cylindrical basin, repre-

senting an idealized Arctic Ocean. The model is formulated
in such a way that a family of solutions is found, ranging
from the purely barotropic to the purely baroclinic case.
Using standard formulations for wind stress, Ekman bound-
ary layers and geostrophic balance, we link the sea-level
pressure anomaly to the tilts of the sea-surface height (SSH)
and of the pycnocline. The analytic model is solved, in the
first instance using a zonal wind-stress anomaly that is
scaled to the observed amplitude of a shift in zonal wind
speeds between about 1980 and 1991, a period during
which indices of the Northern Annular Mode increased
substantially. The model results for this anomaly are com-
pared with the output of a high-resolution ice-ocean general
circulation model. We then force the model with time-
varying wind-stress anomalies between 1949 and 2001. In
section 4, those results are compared with observed sea-
surface height anomalies from coastal tide gauges. The
change in depth of the pycnocline as a result of the surface
forcing is calculated, and the pycnocline depth anomaly is
used, in section 5, to calculate the implied change in
freshwater flux from the Arctic Ocean to the North Atlantic.
Section 6 is a discussion of the simplifications that are
inherent in this highly idealized approach. We conclude,
section 7, by relating the results to some of the current
issues in Arctic Change research.

2. Background

[7] In a rotating system, in the absence of surface stresses,
buoyant inflows at the outer boundary of a basin will tend to
remain trapped at the edge, flowing around the boundary in
the same direction as the basin’s rotation. This behavior
is shown in elementary laboratory demonstrations [e.g.,
Hunkins and Whitehead, 1992]. It has also been studied
in lakes and along many coastlines, including the Arctic
Ocean [Weingartner et al., 1999]. Light water on a conti-
nental shelf will tend to remain on the shelf, and can travel
for thousands of kilometers along the coast with relatively
little mixing out into the waters over the deep basin. This is
because in a rotating system the pressure gradients between
light inflows at the edges and saltier water offshore encour-
age along-shore flow. One might therefore expect the fresh
surface water entering the Arctic Ocean to flow along the
margins and reach the outflows (Fram Strait and the CAA)
without crossing the deep Eurasian and Canadian basins. In
this context, it is unexpected that such a large pool of fresh,
buoyant water is sustained in the surface waters of the
Beaufort Gyre (Figure 1). A certain amount of cross-shelf
transport of freshwater is accomplished by eddies generated
along the salinity front offshore of the fresh coastal current
[Weingartner et al., 1999]. However, eddy transports cannot
account for the maximum in freshwater over the Canadian
Basin. To focus such high concentrations of freshwater in
the Beaufort Gyre the wind stresses must play a dominant
role.
[8] Several authors have investigated the link between

wind-stress curl and the large-scale circulation in the Arctic.
For example, Nikiforov et al. [1969a] found that relatively
cyclonic (anticyclonic) winds corresponded to relatively
shallow (deep) convection, which implied relatively low
(high) vertical heat fluxes from the Atlantic layer to the
surface. They also found [Nikiforov et al., 1969b] that

Figure 1. Freshwater content, relative to 34.8, from the
Environmental Working Group climatology. Values are
meters of freshwater that would have to be added to water of
salinity 34.8 to create the observed climatological salinities
in the upper 2000 meters of the water column.
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relatively cyclonic winds led to a deeper penetration of
Atlantic inflow to the Arctic. Gudkovich [1961] demon-
strated an annual cycle between these two types of circula-
tion: relatively cyclonic summer circulation bows the
sea-surface upward over the shelves and downward over
the deep basin; with the isopycnals of the halocline com-
pensating in the other direction; and vice versa during the
relatively anticyclonic winter regime. Treshnikov [1971]
found that these cyclonic and anticyclonic tendencies were
also observed on interannual timescales with duration of 6 to
8 years.
[9] The early Russian observations and analyses [e.g.,

Nikiforov et al., 1966, 1969a, 1969b; Treshnikov, 1971]
focused on the Eurasian region between the eastern Barents
and the Laptev Seas, where the Soviet Union conducted
regular air- and patrol-boat-based transects. More recently,
Hunkins and Whitehead [1992] conducted laboratory
experiments with a divided rotating tank, showing that a
change of sign in the wind-stress curl between two basins
would move light waters from one basin to the other and
from the periphery to the center of the accumulating basin.
The normal situation is cyclonic winds over the Nordic Seas
extending, especially in the winter, into the Barents Sea
and the southern Eurasian Basin, and anticyclonic winds
over the Canadian Basin. Hunkins and Whitehead showed
that the wind-stress curl gradient could explain the
high concentration of freshwater over the Canadian Basin.
Proshutinsky and Johnson [1997] identified relatively
cyclonic and relatively anticyclonic circulation regimes in
a barotropic Arctic Ocean model driven with realistic winds.
They describe the ‘‘Arctic Ocean Oscillation’’ as a coupled
atmosphere-ocean mode of variability with about a 14-year
period (commensurate with Treshnikov’s 6 – 8 year
regimes): In the anticyclonic regime, high sea level pressure
over the Beaufort Gyre dominates the surface winds while
the ocean surface is high over the Gyre and low over the
shelves. In the cyclonic regime, low pressure over the
Eastern Eurasian Basin dominates the surface winds while
the ocean surface is low over the Central Arctic and high
over the shelves. The oscillation tends toward regime
behavior because there are positive feedbacks: high (low)
SLP corresponds to anticyclonic (cyclonic) wind stress
which leads to convergent (divergent) conditions in the
pack ice which decreases (increases) the heat flux from
the ocean to the atmosphere, reinforcing the high (low)
pressure trend. In their barotropic model, the winds are
specified, and the ‘‘switch’’ between the two regimes is
ascribed to changes in the relative positions and strengths of
the Icelandic Low and the Siberian High.
[10] In a high-resolution ice-ocean model driven by

realistic winds from the 1979–1997 ECMWF Re-Analysis,
Newton and co-workers found a spatial pattern of sea
surface height (SSH) anomalies similar that found by
Proshutinsky and Johnson [1997] [Newton, 2001]. They
ascribed the changes to an ocean response to large-scale
atmospheric patterns, related to the Northern Annular Mode
(NAM) rather than a coupled Arctic mode of variability.
The physics underlying the phenomenon is straightforward:
a positive phase of the NAM involves a low SLP anomaly
in the Arctic and a high SLP anomaly at midlatitudes. That
pressure gradient is associated with more cyclonic winds

over the Arctic. More cyclonic winds drive Ekman diver-
gence in the ocean surface, which will tend to move water
from the central basin to the shelves and coastal areas,
lowering SSH in the center and raising it over the shelves
and, especially, along the coasts. Below we use our simple
model to investigate this straightforward dynamics.

3. Analytic Model Description

[11] In the Arctic Ocean the meridional gradient of the
Coriolis effect (b) is small, so spatial variations in in
potential vorticity there are dominated by the basin’s ba-
thymetry. This raises the possibility that currents guided by
the continental slope that nearly surrounds the Arctic Basin
may be relatively easy to excite, and may constitute natural
modes of variability in Arctic circulation. The goal of this
section is to construct a simple, analytical model of how
such a mode might be driven by surface stresses analogous
to those discussed above. We choose the simplest model
that includes rotation and stratification: a thin, rotating, two-
layered disk (Figure 2). The upper layer, Layer 1, is slightly
lower in density (on the order of 2 parts per thousand) and is
much thinner than the lower layer, Layer 2.
[12] We are interested in the large-scale, slowly evolving

behavior, so the transient evolution of the model will not
be investigated. The interior of each of the two layers is
considered to be in geostrophic balance, forced by horizon-
tal pressure gradients. Each layer has upper and lower
boundary layers. The upper boundary layer of Layer 1 is
coupled by friction to the atmosphere and the bottom
boundary layer of Layer 2 is frictionally coupled to the
ocean floor. Layers 1 and 2 are coupled to each other by
‘‘interface’’ boundary layers. Sidewall friction is ignored,
since the aspect ratio of depth-to-width in the Arctic Ocean
is on the order of 1:1000.
[13] The model is formulated in cylindrical coordinates

(r, q, z) with the vertical coordinate positive upward from
the atmosphere-ocean interface. A positive phase of the
Northern Annular Mode (NAM) corresponds to increased
westerly winds, which is a positive anomaly in cylindrical

Figure 2. Side view of the model setup, with surface and
pycnocline depth displacements from a cyclonic wind-stress
anomaly shown.

C09019 NEWTON ET AL.: ARCTIC OCEAN RESPONSE TO ANNULAR MODES

3 of 13

C09019



coordinates (q is positive eastward). When the surface stress
driving the upper Ekman layer is cyclonic, the Ekman drift
is toward the outer wall, causing a rise in sea-surface height
there, and a corresponding drop at the center. This sea-
surface tilt initiates a pressure-driven, zonal flow eastward
in both density layers. However, due to its lower mass the
upper layer accelerates more quickly, and there is a vertical
shear in the velocities, which leads to shear stress at the
interface between the two density layers. In a manner
analogous to the frictional layers at the top and bottom of
the fluid column, the shear stress will lead, in a rotating
system, to drift inward in the bottom of the upper density
layer and outward in the upper boundary of the lower
density layer. At the bottom of the lower layer, a bottom
Ekman layer develops. Once the system is spun up, the only
sink for the energy input at the upper surface by wind stress
is frictional loss at the bottom. In the model, there is no
creation of potential energy by mixing across the interface.
[14] The two layers will continue to accelerate until the

Ekman layers come into balance: the lower density layer
must move eastward (for westerly wind) quickly enough to
dissipate the input of energy from the winds above. Since
there is no cross-interface mixing, the difference in veloc-
ities between the two density layers must be sufficient for
the Ekman drift in the boundary layers at the density
interface to match those at the top and bottom of the whole
water column. At steady state, the two density layers will be
traveling in the same direction, but the upper layer will be
traveling faster. For this to be the case, the interface between
the two will have to tilt in the opposite direction as the
top surface. For westerly winds, the top surface will tilt up
from the center to the outer boundary, and the interface
between the layers will tilt down. Thus, westerly winds will
increase the thickness of the upper layer at the outer edge of
the disk. Easterly winds will have the opposite affect. Given
a value for the zonal wind stress, the Ekman layer balances
can be used to determine the interior velocities of the two
density layers as well as the tilts of both the sea surface and
the density interface.
[15] Consider a two-layered disk of fluid, in solid body

rotation at a constant rate, W. Assume that the upper layer,
Layer 1, is slightly lighter, for example two to three parts
per thousand, and is much thinner, for example 1/20th the
thickness, compared with the lower layer, Layer 2. Assume
the two layers to be immiscible: fluid cannot cross the inter-
face between them. Suppose that the surface of the fluid is
subjected to a zonal stress, Ttop = (tr,top, tq,top) = (0, tq,top).
[16] See Figure 2 for definitions of variables. We will use

bold type for vectors and normal weight type for scalars;
subscripts r, q and z will always designate the coordinate
system; z = 0 at the top of the fluid surface and is negative
downward; subscripts ‘‘1’’ and ‘‘2’’ will designate the upper
and lower density surfaces, respectively; subscripts ‘‘top’’
and ‘‘bottom’’ will designate the upper surface of Layer
1 and the lower surface of Layer 2, respectively; subscripts
‘‘I1’’ and ‘‘I2’’ will designate the interior surfaces, at the
interface between the two layers, from the perspective of
layers 1 and 2, respectively; subscripts ‘‘G’’ and ‘‘E’’ will
designate the interior (geostrophic) and boundary layer
(Ekman) flows, respectively; H1 and H2 will refer to the
thicknesses of Layers 1 and 2 in solid body rotation, and h
and h will refer to the displacements from their unperturbed

positions of the upper surface and the interlayer interface,
respectively. Capital letters indicate the vertical integrals of
their lower case counterparts. Thus, for example, UE,I2,r is
the vertical integral of the radial Ekman velocity in the up-
per boundary layer of the lower density layer. This notation
is similar to that used by Gill [1982, chapter 9].
[17] The symmetry of the tank and the forcing implies

that there can be no zonal gradient in surface or interfacial
height anomaly (h or h) and therefore no radial flow in the
geostrophic interior. Using cylindrical coordinates the equa-
tions for the two geostrophic interior flows are:

fuG;q;1 ¼ g
@h
@r

ð1Þ

fuG;q;2 ¼ g
r1
r2

@h
@r

þ g
r2 � r1

r2

@h

@r
¼ g

r1
r2

@h
@r

þ g0
@h

@r
ð2Þ

where g is the gravitational constant, and g0 is the ‘‘reduced’’
gravity. In each of the four Ekman layers:

fuE;q ¼ r � kruE;r 	 kz
@2uE;r

@z2
ð3Þ

fuE;r ¼ r � kruE;q 	 kz
@2uE;q

@z2
ð4Þ

where internal stresses away from the boundary are
considered to be negligible; stresses in the boundary layer
are assumed to be proportional to the component of the
Laplacian (r2) perpendicular to the boundary; kz is the
vertical viscosity coefficient; and, as noted above, side-wall
friction has been ignored since the aspect ratio of the depth to
the width relevant to the Arctic basin is small.
[18] At the top and bottom of the water column, equations

(3) and (4) are solved with the boundary conditions:

@uE;top r; q; hð Þ
@z

¼ Ttop

rkz;top
ð5Þ

lim
z!�1

uE;top r; q; zð Þ
� �

¼ 0 ð6Þ

uE;bottom r; q;� H1 þ H2ð Þð Þ ¼ �uG;2 r; qð Þ ð7Þ

lim
z!1

uE;bottom r; q; zð Þ
� �

¼ 0 ð8Þ

where r is the water density and T is the surface stress at the
top of the fluid. The solutions are the well-known upper and
lower Ekman spirals. In the upper layer:

uE;q;top ¼
ffiffiffi
2

p

r1 fd
e z�hð Þ=dtq;top cos

z� h
d

� p
4

� �
ð9Þ

uE;r;top ¼
ffiffiffi
2

p

r1 fd
e z�hð Þ=dtq;top sin

z� h
d

� p
4

� �
ð10Þ
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where d is the length-scale of the boundary layer:

d ¼ 2kz=fð Þ1=2 ð11Þ

The volume transport in the top boundary layer is to the
right of the surface stress:

UE;top 
Z h

�1
uE;topdz ¼

1

r1 f
tq;top;�tr;top
� �

¼ 1

r1 f
tq;top; 0
� �

ð12Þ

At the bottom, the Ekman layer is driven by the interior
velocity:

uE;q;bottom ¼ �uG;2e
�z�H1�H2ð Þ=d cos

z� H1 � H2

d

� �
ð13Þ

uE;r;bottom ¼ �uG;2e
�z�H1�H2ð Þ=d sin

z� H1 � H2

d

� �
ð14Þ

From this velocity profile, we can calculate the bottom
stress:

Tbottom ¼ r2kz;bottom
@u

@z

				
z¼� H1þH2ð Þ

¼ r2
kz;bottom f

2

� �1=2

uG;q;2 �1;�1ð Þ ð15Þ

which is 135	 to the left of the direction of the interior flow
in Layer 2. The factor (kzf/2)

1/2 = kz/d emerges as a
coupling coefficient, relating the bottom stress to the interior
flow. The volume transport in the bottom boundary layer is:

UE;bottom 
Z 1

� H1þH2ð Þ
uE;bottomdz ¼

1

r2 f
tq;bottom;�tr;bottom
� �

¼ kz;bottom

2f

� �1=2

uG;q;2 �1; 1ð Þ ð16Þ

[19] At the interface between layers 1 and 2, we infer the
vertical transfer of momentum between layers by requiring
that the velocity be continuous at the interface. Then
the boundary layers, I1 and I2, allow for the adjustment
of the velocity in each layer from its geostrophic value in
the interior to an intermediate value at the interface. Taking
that intermediate velocity to be the average of the upper and
lower interior velocities: u(�H1 + h) = uG(�H1 + h) +
uE(�H1 + h) = (uG,1 + uG,2)/2, the boundary conditions will
be:

uE;I1 r; q;�H1 þ hð Þ ¼
uG;2 � uG;1
� �

2
¼ 0;

uG;q;2 � uG;q;1
� �

2

� �
ð17Þ

uE;I2 r; q;�H1 þ hð Þ ¼ uG;1 � uG;2

2
¼ 0;

uG;q;1 � uG;q;2

2

� �
ð18Þ

lim
z!1

uE;I1 r; q; zð Þ
� �

¼ lim
z!�1

uE;I2 r; q; zð Þ
� �

¼ 0 ð19Þ

[20] The solutions for the velocity and stress are similar to
those in the bottom boundary layer, and the volume trans-
ports are:

U E;I1 
Z 1

�H1

uE;I1dz ¼
1

r1 f
tq;I1;�tr;I1
� �

¼ kz;I

2f

� �1=2
uG;q;2 � uG;q;1

2
�1; 1ð Þ ð20Þ

UE;I2 
Z �H1

�1
uE;I2dz ¼

kz;I

2f

� �1=2
uG;q;1 � uG;q;2

2
1;�1ð Þ ð21Þ

where we have assumed that the viscosity coefficient, kz,I is
the same immediately above and below the interface.
[21] At steady state the radial transport is entirely within

the boundary layers, and the vertical integral of this trans-
port must vanish within each density layer:

UE;r;top þ UE;r;I1 ¼ 0 ð22Þ

kz;I

2f

� �1=2
uG;q;2 � uG;q;1

2
¼ � tq;top

r1 f
ð23Þ

UE;r;I2 þ UE;r;bottom ¼ 0 ð24Þ

kz;I

2f

� �1=2
uG;q;1 � uG;q;2

2
¼ kz;bottom

2f

� �1=2

uG;q;2 ð25Þ

uG;q;2 ¼
2

f kz;bottom

� �1=2 tq;top
r1

ð26Þ

uG;q;1 ¼ uG;q;2 1þ 2
kz;bottom

kz;I

� �1=2
 !

¼ 2

f kz;bottom

� �1=2 tq;top
r1

1þ 2
kz;bottom

kz;I

� �1=2
 !

ð27Þ

Equation (27) describes the vertical shear of the geostrophic
flow. The barotropic flow is:

H1uG;1;q þ H2uG;2;q

H1 þ H2

¼ 1

H1 þ H2

H1

2

f kz;bottom

� �1=2
 

� tq;top
r1

1þ 2
kz;bottom

kz;I

� �1=2
 !

þ H2

2

f kz;bottom

� �1=2 tq;top
r1

!

¼ tq;top

kz;bottom
� �1=2 2

f

� �1=2
1

r1 H1 þ H2ð Þ

� H1 1þ 2
kz;bottom

kz;I

� �1=2
 !

þ H2

 !
ð28Þ
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The strength of the barotropic flow is proportional to the
ratio of surface stress at the top of the fluid and the square
root of the vertical viscosity coefficient at the bottom.
The ratio between the upper and lower geostrophic
velocities depends on the ratio of the vertical viscosity
coefficient at the bottom to the coefficient at the interlayer

interface:
uG;q;1
uG;q;2

¼ 1þ 2
kz;bottom
kz;I

� �1=2� �
. If kz,I � kz,bottom, the

system is essentially barotropic, whereas if the opposite is
true, then the circulation is dominated by the upper layer
flow. These results are not surprising. Momentum is
imparted to the fluid by the stress at the top. Ultimately,
the only sink for this input is through stress at the bottom.
The fluid will accelerate until the velocity at the bottom is
sufficient for the bottom stress to balance the surface stress.
The bottom viscosity coefficient represents our parameter-
ization of the bottom stresses, and effectively sets the
velocity required in the lower layer to create enough bottom
stress to balance the surface stress at the top. In our simple
2-layer system, the only way for momentum to be
transmitted from the upper layer to the lower one is through
the stress at the interface between them. The efficiency of
this transfer is parameterized by the vertical viscosity
coefficient there. Thus, the ratio of kz,I and kz,bottom
determines how great the difference between the upper
and lower velocities must be for the surface stress to be
transferred downward and removed at the bottom.
[22] We can use the expressions for geostrophic velocities

from (26) and (27) in equations (1) and (2) to describe the
steady-state deformations of the surface and the interface
(h and h) in response to changes in the stress applied at the
surface.
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¼ tq;top

g
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kz;I

� �1=2
 ! !

ð30Þ

[23] We are interested in modeling the response of the
Arctic to the Northern Annular Mode, so we begin with a
symmetrical wind-stress pattern, varying linearly from the
center of the model to the boundary:

tq;top ¼ 2t r=R ð31Þ

tr;top ¼ 0 ; ð32Þ

where (tq,top, tr,top) = Ttop is the stress at the upper surface, r
is the radial coordinate, from the center of the disk, R is the
radius of the basin, and t is the average stress along a
radius. We want to represent the observed strength of the
annular mode by setting the value of the average surface
stress, t, to a function of the pressure anomaly between the
North Pole and the southern boundary of the Arctic. We use

a bulk formula for the stress as a function of the wind, and
relate the wind to the sea-level pressure gradient, to get the
average wind stress t:

t ¼ caorair cos að Þsign uqð Þ kuairk2	
cao cos að Þdp dpj j

R2f 2rair
ð33Þ

where cao is a drag coefficient, rair is the density of air, uair is
the geostrophic wind associated with an annular pressure
anomaly, a is the turning angle, which represents the
difference between the direction of the geostrophic wind
and the direction of the surface stress, and dp is the SLP
difference between the center of the basin and the edge, over
the radial distance R. Note that the turning angle implies a
radial stress component, resulting in an azimuthal compo-
nent to the vertically integrated volume transport. However,
given the symmetry of the basin, that would not affect the
deformations of the surface and interface, and would
therefore not change the interior pressure-driven flows. In
the real world, neither the annular mode nor the Arctic
bathymetry is perfectly annular. A more detailed model
would compare the stream lines of the wind stress anomaly
with isobaths of the Arctic shelf-break, but that is beyond
the scope of our simple calculation. (See Nost and Isachsen
[2003] for a treatment of the time-averaged response in a
barotropic model of the Arctic that includes realistic
isobaths and mean wind stress directions.)
[24] We can now substitute equation (33) in equations

(29) and (30) to get the surface and interface deformations
as a function of the annular mode pressure gradient:

@h
@r

¼ cao cos að Þdp dpj j
gR2f 3=2rairr1

2
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1þ 2
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ð34Þ
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¼ cao cos að Þdp dpj j
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2r

R
ð35Þ

To estimate the degree of sea-surface tilt, we set the sea-
surface height anomaly to zero at the center of the basin,
and integrate radially, from 0 to R:

Dh ¼ cao

k
1=2
z;bottom

1

r1
1þ 2

kz;bottom

kz;I

� �1=2
 !

21=2

f 3=2
cos að Þ
gRrair

dp dpj j ð36Þ

Dh ¼ cao

k
1=2
z;bottom

1

r1
� 1

r2
1þ 2
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kz;I

� �1=2
 ! !
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f 3=2
cos að Þ
g0Rrair

dp dpj j

ð37Þ

The parameters R, f, g, r1, r2 and rair are physical
parameters of the Arctic system that define the scales of
the model. dP is drawn from the observed trend of wind
forcing over the Arctic surface. a can be between about
0 and 45 degrees, depending on local winds and surface
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conditions, but 25 degrees is a value that is widely used in
modeling Arctic atmosphere-ocean interactions. Two free
parameters emerge in formulas (36) and (37), the ratios
c2ao

kz;bottom
and

kz;I
kz;bottom

. The elements are drag or viscosity

coefficients that quantify the efficiency with which
momentum is transferred across the several boundaries in
the system. For a given value of ocean-atmosphere drag
coefficient, the bottom viscosity sets the depth-mean
velocity, while the viscosity in the pycnocline sets the ratio
of upper to lower layer velocities.
[25] If the sea-level pressure gradient, dP, from the center

to the outer edge is positive, then the sea-surface will rise
from the center toward the ‘‘coastline’’, and the interior flow
in the disk will be positive as well, in a cyclonic direction
around the basin. dP/dr < 0 will reverse both the SSH
anomaly and the flow.
[26] Stigebrandt [1981], Bjork [1989], and Hunkins and

Whitehead [1992] modeled the outflow of freshwater from
the Arctic to the North Atlantic by analogy with estuarine
flow. Relatively fresh Arctic surface waters play the role of
runoff in the estuary, flowing outward over the inflow of
denser, more saline, North Atlantic waters. The main
dynamical difference is that the ‘‘mouth’’ of the Arctic
estuary, composed of Fram, Nares and McClure straits, is
deep and wide enough that bottom friction does not control
the rate of exchange. Rather, the balance in the straits will
be geostrophic, and the exchange will be controlled by the
density contrast between the Arctic surface waters (our
Layer 1) and the North Atlantic, and by the thickness of
the layer above the Arctic pycnocline.
[27] Both the sea-surface tilt and the interface tilt will

affect the Layer-1 thickness that is exposed to the outer edge
of the disk, representing the Arctic-North Atlantic boundary.
For the baroclinic case, most of the thickness anomaly will
be in the interface height:

Dh

Dh
¼ g

g0

1
r1
� 1

r2
1þ 2

kz;bottom
kz;I

� �1=2� �� �
1
r1

1þ 2
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kz;I

� �1=2� �
¼ r2

r2 � r1ð Þ 1þ 2
kz;bottom
kz;I

� �1=2� �� r1
r2 � r1

ð38Þ

If kz,I � kz,bottom the flow is essentially barotropic:

lim
kz;bottom

kz;I
!0

Dh

Dh

� �
¼ 1; lim

kz;bottom
kz;I

!0

u1

u2

� �
¼ 1 ð39Þ

For baroclinic situation, values of kz,bottom/kz,I larger than 0,
the ratio Dh/Dh scales as r/(r2 � r1), where r is the average
density of the water column:

Dh

Dh

				 kz;I
kz;bottom

¼a

	 � r2 þ r1
r2 � r1

ffiffiffi
n

p

1þ 2
ffiffiffi
n

p
ð Þ ð40Þ

For kz,I = kz,bottom and realistic density gradients this ratio is
about �300. As kz,bottom/kz,I grows, the ratio tends to the
limit: �r1/(r2 � r1), about �350 in the Arctic Ocean.

However, there is no steady solution for the completely in-
viscid interface; with no way to transfer stress across the
interface, equation (27) indicates:

lim
kz;bottom

kz;I
!1

u1

u2

� �
¼ 1 ð41Þ

4. Tuning the Model to Observations and a
Numerical Model

[28] For comparison of the simple model with observa-
tions, we choose typical parameter values: f = 1.4 � 10�4;
g = 9.8 m/s2; r1 = 1026 kg/m3; r2 = 1028 kg/m3; rair =
1.2 kg/m3; and cao = 1.2 � 10�3 We set R = 1,800 km
(somewhat arbitrarily, to approximate the distance from the
North Pole to the Arctic shelf seas).
[29] Choosing values for the vertical viscosity coeffi-

cients, kz, is more difficult. The bottom viscosity coefficient
is affected by roughness, bathymetry, tidal amplitude and
stratification, all of which vary significantly across the
Arctic basin [see, e.g., Weatherly and Martin, 1978]. Em-
pirical values can be estimated if either the depth-scale of
the benthic boundary layer or the near-bottom velocity
profile is known, using (11) or (15), respectively. However,
we are not aware of useful data for either parameter from the
deep Arctic. At the pycnocline, kz is sensitive to vertical ve-
locity shears, stratification and internal wave fields, which
also vary significantly across the Arctic and, again, there is
relatively little detailed data for the Arctic. Dewey et al.
[1999] estimate the vertical mixing coefficients from pro-
files of salinity and temperature and find that over the deep
Nansen basin, kz is between 10�4 and 10�3, while over the
Siberian continental shelf it is between 10�3 and 10�2 (see
their Figure 2). Below the pycnocline and above the benthic
boundary layer, in our ‘‘layer 2’’, MacDonald and Carmack
[1991] get kz of about 2.3 � 10�5 from fitting 14C profiles.
This confirms our assumption that viscous forces are
relatively weak in the interior, but does not indicate a value
for the bottom boundary layer, which one expects to have
a greater vertical transfer of momentum than the interior.
Several studies based on observations outside of energetic
boundary currents cite a benthic boundary layer thickness
between about 10 and 30 meters thick [Elliot, 1984;
Saunders, 1983]. Gill [1982, p. 330 ff.] cites a ‘‘typical’’
value of about 10 meters. Weatherly and Martin [1978] use
a turbulent closure model to study the benthic boundary
layer in detail and get estimates of kz there between 10�3

and 10�2, depending on the stratification.
[30] In our model kz plays the role of transfer coefficient

for conducting momentum between model layers and out of
the fluid through bottom friction. To map the model to the
real Arctic, values should be chosen that reflect diapycnal
transfers integrated across the Arctic, including areas of
higher diapycnal mixing (continental slopes, ridges, bound-
ary currents). Comparisons of micro-structure and large-
scale tracer fields from other basins indicate that typical
abyssal mixing coefficients seriously underestimate the
large-scale average diapycnal mixing [Ledwell et al., 2000].
[31] In light of the diverse physics being parameterized

and in the absence of direct measurements, kz cannot be
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determined in any firm way. An order of magnitude
difference between the interface and bottom values for kz
implies a value u1 about 7.3 times u2, a vertical shear that
cannot be supported by the tracer data [e.g., Smethie et al.,
2000; Newton et al., 2003], or with the existing data from
moorings [e.g., Woodgate et al., 1999, 2001; Nost and
Isachsen, 2003]. If kz,bottom is set to twice kz,I, then the
model Layer 1 current is about 3.8 times the Layer 2
current, which is more plausible relationship. With kz,bottom
twice kz,I, if kz,bottom ranges from 0.001 to 0.01, the modeled
SSH rise corresponding to a 400 Pa SLP gradient varies
between about 0.9 and 0.23 meters, respectively. We can
compare this to the output of the Massively Parallel Arctic
Ocean Model (MPAOM). The MPAOM is a primitive
equation, coupled ice-ocean general circulation model
which operates at high resolution (1/6 and 1/12 degree
domains) and is forced by the ECMWF Re-Analysis atmo-
spheric data set [Maslowski et al., 2001, 2004; Newton,
2001]. Figure 3 is the difference map between 3-year
average SLP fields for those periods from the ECMWF
Re-Analysis data set; we take 400 Pa as a typical value for
the pole-to-coast gradient in SLP difference. Figure 4a
shows the difference in MPAOM-calculated SSH between
1979 and 1993. The sea-surface salinity and temperature in
the MPAOM run has been constrained to stay close to the
climatology, so that the interannual SSH changes in the
model run are related to surface stress changes, and not to
steric heights [Newton, 2001; R. Newton et al., manuscript
in preparation. 2006]. SSH has gone up over the shelves,
and down over the central Arctic, with a center of action in
the Northern Eurasian Basin. Figure 4b shows a time series
of the SSH in that center (the shaded box in Figure 4a).
There is an annual cycle of 1.5 to 2 cm; and there is a

decrease of about 11 cm between 1982 and 1992. Water has
been forced from the central basin to the shelves, where the
SSH has risen, especially along the coasts. The total
increase in gradient varies along the coastline between
about 13 and about 18 cm, supporting a higher value for
kz,bottom in our simple model. A kz,bottom of 0.008 results in a
bottom boundary layer slightly thicker than 10 meters,
below 0.007 corresponds to a bottom boundary layer
thinner than 10 meters, the lower limit of observed thick-
nesses. We settle on kz,bottom = 0.008 and kz,I = 0.004, but
emphasize that these values are subject to significant
uncertainty.
[32] We will force the model with an SLP gradient from

the Pole to the coastline, and calculate the sea-surface height
(SSH) rise between the pole and the outer boundary of the
disk. As a first estimate of the SLP change between
relatively anticyclonic and relatively cyclonic circulations,
we take the difference between two three-year periods:
1979–1982 and 1991–1993. These are not the most extreme
periods, in terms of the cyclonicity of the Arctic winds, but
they display a significant shift in the wind regimes and
correspond to detailed model output against which we will
validate our results.
[33] The perennial sea-ice cover has so far made accurate

SSH measurements over the central Arctic difficult, whether
from satellite-based altimeters or moorings. However, there
is data for SSH at the outer boundary of the Arctic, from
coastal tide gauges. Figure 5 shows the locations of the
stations used in this study. The data are publicly available
from the PSMSL website, http://www.pol.ac.uk/psmsl, and
have been described by Proshutinsky et al. [2001]. All tide
gauge time series in the Arctic have gaps. For this analysis
we accepted monthly-average data for each month which
had at least 20 useful daily values. We eliminated tide
gauges that are shielded from the open ocean (estuarine
locations and locations in the interior of the Canadian Arctic
Archipelago); and we eliminated gauges which were miss-
ing 100 months in the period between 1949 and 2001. This
resulted in 30 useful gauges, out of 152 PSMSL-catalogued
gauges within the Arctic, all of them located in the Russian
sector. Even within this set, for some years between 1949
and 2001 the data is sparse spatially. However, between the
years 1953 and 1992 there are useful data for all months
from at least 27 gauges, and we focus on those 4 decades to
tune and validate the model.
[34] Tide gauge data reflect two types of anomalies: steric

height anomalies from changes in the mean density of the
water column at the tide gauge; and convergence of water
toward (or away from) the tide gauge location. The latter
can be decomposed into convergence due to changes in air
pressure, that from addition of mass (e.g., from increased
river runoff) and that due to the wind-driven circulation. It is
the annual average wind-driven SSH anomaly (Ekman
transport) that we would like to consider. To eliminate the
main steric height anomalies, associated with the seasonal
cycle, we have smoothed the data with a 365-day running-
mean filter. To eliminate the direct sea-level pressure
(‘‘inverse barometer’’) effect we have used global NCEP SLP
fields to calculate the sea-surface displacement due to sur-
face pressure changes at each tide gauge location, and have
subtracted these displacements from the monthly-average
tide gauge measurements. The adjustment of SSH to SLP is

Figure 3. The 1991–1993 average SLP minus the 1979–
1981 average SLP, from the ECMWF Re-Analysis data set.
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mainly through gravity waves, which are fast compared
with the changes in SLP and with seasonal-to-decade time-
scales. Therefore we have calculated the instantaneous ad-
justment of the SSH to the SLP, ignoring the adjustment
times.
[35] To compare tide gauge heights with model predictions

covering a time-series of the observational record, we used
the NCEP re-analysis sea-level pressure data. For each tide
gauge location we calculated the difference between the SLP
interpolated to the tide gauge location and the SLP over the
central Arctic, averaged over the region from 87.5 N to the
North Pole. We used equation (36), with R set to the actual
distance between each tide gauge and the North Pole, to
predict the SSH tilt from the Pole to each tide gauge for each
day between 1949 and 2001, and averaged the SSH anomaly
at the coast for all tide gauge locations shown in Figure 5.
[36] The Arctic coasts experience massive river runoff

and sea-ice melt in the early summer, and freezing temper-
ature with ice formation in the winter. The result is a large
annual cycle in steric height [Proshutinsky et al., 2004]. To
eliminate this cycle and focus on the interannual variability
we smoothed the data with a 365-day running mean filter.
There is also a trend in the tide gauge heights, to which both

secular changes in water density and ongoing glacial
rebound contribute [Proshutinsky et al., 2004]. However,
these changes are small, on the order of 0.2 cm per annum,
compared with the signals considered in this study, and we
do not discuss them further.
[37] Figure 6a compares the observed tide gauge sea sur-

face heights with the model predictions. Both time series
have been filtered with a one year moving average and the
tide gauge data have been averaged spatially among all
gauges with sufficient temporal coverage (at least 27 tide
gauges for each month between 1952 and 1992). The corre-
lation coefficient between the two time series between 1953
and 1992 is 0.62, significant at the 99% confidence level.
The model and the data diverge sharply in 1957, but other-
wise most of the large SSH anomalies seen in the average
tide gauge heights are picked up by the model. Since the
model predicts SSH tilt at steady state, whereas the real Arctic
is constantly adjusting to the changing winds, the model will
overshoot the observations at the peaks and troughs of SLP
gradient. The degree of overshoot will be controlled by the
bottom and interface viscosities. A more ‘‘slippery’’ system
will overshoot farther. Figure 6b shows the variation of the
SSH at the model boundary for a 400 millibar SLP gradient

Figure 4. Sea-surface height (SSH) fields from the NAMES general circulation model. (a) Difference
between the annually averaged fields for 1979 and 1990. (b) Time series of NAMES SSH near the North
Pole (white box in Figure 4a). Heights are in cm.
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between the coastline and the North Pole. In Figure 6b, we
set kz,bottom to 0.008 and let kI vary. In calculating the
interface depth below we use the high value of 0.004 for kz,I
because it is ‘‘conservative’’ in the sense that a lower kz
would result in larger anomalies of both SSH and pycno-
cline tilt, which will lead to larger freshwater outflows.
[38] In the analytic model, the SLP anomalies enter

through their relation to the surface wind-stress curl; and
the patterns are taken to be completely symmetric in the
zonal direction. We test the robustness of the mechanism by
comparing the data with other proxies for the average curl
of the large-scale wind-stress fields. Figure 7 shows the time
series of average tide gauge height anomalies from the
Russian Arctic in black along with 3 atmospheric variables.

All time series have been normalized, using each series’
mean and standard deviation, and then filtered with a one
year running mean. The correlations between the tide gauge
time series and these indices of large-scale wind stress
patterns are greater than 0.6 for all the series, and are
significant at the 99 percent confidence level. So the Arctic
SLP, and the vorticity input at the surface are significantly
correlated with the spatially averaged tide gauge heights, a
measure of the SSH excursion along the coasts. All three are
correlated with the NAO, a principle index of large-scale
Northern Hemisphere atmosphere variability.

5. Model Prediction of Freshwater Outflow

[39] Equation (37) predicts the depth of the pycnocline as
a result of changes in the wind forcing. Except in the
barotropic case, the sign of the interface tilt, Dh, is opposite
to the sign of the SSH tilt and scales as the inverse of the

Figure 5. Locations of the tide gauges used for data
comparison between observed sea-surface heights and
model predictions.

Figure 6b. Model SSH difference, center to outer wall, as
a function of the ratio of interface-to-bottom viscosities,
assuming a 400 mb SLP difference and a bottom viscosity
of 0.008.

Figure 6a. Model prediction of sea-surface height anom-
aly at the boundary (blue) and the average of the tide gauge
anomalies (black). Both time series are in meters. Correla-
tion between the two time series is 0.624.

Figure 6c. Model pycnocline depth anomaly (h) at the
boundary of the model basin.
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density anomaly. Figure 6c shows a time series of pycno-
cline depth anomalies, forced by the annular mode geo-
strophic winds, assuming that the base of the pycnocline at
the outer edge of the basin is 200 m. Thus, for a SSH rise of
20 cm, the pycnocline at the outside of the model disk can
deepen by about 60 m. Following the lead of Stigebrandt
[1981], Bjork [1989], and Hunkins and Whitehead [1992],
we assume that the exchange between the Arctic and the
North Atlantic through Fram, Nares and McClure straits is
in geostrophic balance. Then the width of the outflow scales
with the Rossby radius, (g0H1)

1/2/f, and its velocity with
(g0H1)

1/2, so that the volume flux of Polar Water through the
straits will be proportional to the square of the depth of the
pycnocline:

QPW ¼ g
g0

f
H2

1 ð42Þ

where g is a non-dimensional parameter. Theoretically, g = 0.5
for a baroclinic outflow over a motionless bottom layer; it
is taken by Stigebrandt to be about one to account for the
3 main straits (Fram, Nares and McClure Straits). Hunkins
and Whitehead estimate g at about 0.156 for a flat-bottom
lock-exchange model of Fram Strait.
[40] We are interested in the flux of buoyancy from the

Arctic to the North Atlantic in the form of a freshwater
excess, relative to the salinity of the North Atlantic surface
water just south of the straits. The freshwater flux will be
approximately:

Qfresh ¼
SA � S1

S1

gg0

f
H2

1 ð43Þ

where SA is the salinity of North Atlantic surface water, and
S1 is the salinity of the outflowing Polar Water. To get a
sense of scale, if g = 1, then with g0 = 0.02, H1 = 200 m and
(SA � S1)/S1 = 0.028, the Polar Water outflow estimate is
about 2.35 Sv (1 Sv = 106 m3/s) and the ‘‘excess’’ liquid
freshwater export, relative to North Atlantic salinity, is
approximately 2000 km3 per year. These values compare
reasonably well with geostrophic calculations in Fram Strait

[Stigebrandt, 1981; Hunkins and Whitehead, 1992], though
they somewhat underestimate the total Polar Water outflow
and overestimate the freshwater excess as measured recently
by moorings [Holfort and Hansen, 2004]. To focus on the
variability implied by the model, and without a climatology
against which to assess changes, we consider the anomaly
as a fraction of an (as yet poorly understood) mean value.
Assuming the salinities and densities of Polar and Atlantic
waters to remain constant, the ratio of the freshwater
outflow to the climatological value will be (using (37) to
express Dh):

DQfresh

Qfresh

¼ H1 þ Dhð Þ2

H2
1

¼
H1 þ cao

k
1=2
z;bottom

1
r1
� 1

r2
1þ 2

kz;bottom
kz;I

� �1=2� �� �
2
f

� �3=2
cos að Þ
g0Rrair

dp dpj j
� �2

H2
1

ð44Þ

[41] Figure 6d shows the modeled freshwater outflow
anomaly, as a fraction of the long-term average, for H1 =
200 m. To get volume estimates for the anomalies, the
climatological mean freshwater export is required. However,
the observations are sparse, and their temporal variation
is large. The main outflows for freshwater from the Arctic
are Lancaster, Jones and Smith sounds in the Canadian
Arctic Archipelago and Fram Strait, east of Greenland.
Prinsenberg and Hamilton [2005] estimate the freshwater
outflow through Lancaster Sound to be about 1,100, 2,300
and 2,400 km3 for three years between fall of 1998 and fall
of 2001. Meredith et al. [2001] estimate the summer out-
flows of meteoric water through Fram Strait at 3680 km3/yr
and 2000 km3/yr for 1997 and 1998, respectively. Meteoric
water is only an approximate estimate of the total liquid
freshwater flux, since is does not include the sea-ice melt
contribution. Nor do Meredith et al. account for variations
due to local winds, which peak in the fall and winter, and
diminish in the summer. In addition, there are not yet useful

Figure 6d. Freshwater export anomaly, expressed as a
fraction of the climatological mean, implied by the
pycnocline depth anomaly at the boundary of the model
basin.

Figure 7. Normalized anomaly time series of average tide
gauge SSH with the inverse-barometer effect removed
(black). NAO index (red) (ftp://ftpprd.ncep.noaa.gov/pub/
cpc/wd52dg/data/indices/tele_index.nh). Negative of aver-
age SLP from 80–90 N (blue). Vorticity of the 10-m winds
averaged over 65–90 N (green). Each time series is
smoothed with 1-year running mean.
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estimates of the freshwater flux through Smith and Jones
sound. The average for the sum of the Lancaster Sound
freshwater flux and the Fram Straits meteoric water flux is
about 4,800 km3. Widell et al. [2003] estimate the sea-ice
export through Fram Strait as 2,400 km3 (±480 km3) for the
1990s, and we recall that the estimated annual mean input of
freshwater to the Arctic from southern latitudes, which
should be balanced by the sum of liquid freshwater and
ice export is about 7,800 km3. Thus, while the long-term
mean liquid freshwater export has not been measured, we
believe that it must be between about 3,000 and 5,000 km3.
This range would correspond to cycles in the modeled
freshwater outflow with trough-to-peak amplitudes of be-
tween 1,800 and 3,000 km3 on timescales of about 5 years.
The midpoint, 2,400 km3, is a volume of freshwater roughly
equivalent to the Great Salinity Anomaly that appeared in
the late 1960s.

6. Discussion

[42] Energy dissipation in the real Arctic is obviously
very complex, and is not resolved by the simple model we
present above. The Arctic basin is not bounded by vertical
walls, but by a ring of wide continental shelves, each with a
distinct and complex geometry. The basin bottom is not flat
but is subtended by long ocean ridges and corrugated at a
variety of important length scales. Pack ice mediates the
transmission of stress from the atmosphere to the water and,
especially in winter, a fraction of surface stress is absorbed
in ice ridging and internal ice stress. As a result, a
combination of complicated processes is at work, including:
friction with the corrugated bottom of the ice-cover; mixing
of momentum from the ‘‘spin down’’ of eddies which have
detached from shelf- or continental-slope currents; and
transfer of momentum through breaking of internal waves
at the pycnocline. We view the bottom and interface friction
of the simple model as proxies for the panoply of basin-
dependent dissipative mechanisms. Our essential contention
is that the dissipation, regardless of the mechanisms in-
volved, will depend on the strength of the geostrophic
currents which, in turn, set the size of the surface and
interface height anomaly fields. Thus, although the model
simplifies the actual dissipative mechanisms it captures the
principal energy balances well enough to give a quantitative
fit with estimates from observations and more realistic
general circulation models.
[43] Another simplification in our calculation is that we

treat the anomalous forcing, the annular mode, as indepen-
dent of the mean surface stress pattern. This is equivalent to
assuming that the coupling of the wind and surface ocean is
linear, whereas it is approximately quadratic. Disregarding
interaction between the annular mode and the rest of the wind
field overly emphasizes the annular nature of the surface stress;
the real-world response to the annular mode will include
a longitudinal asymmetry that we do not calculate here.
Nonetheless, the model does seem to capture a significant
fraction of the response. This is first of all an expression
of the fact that the anomalies associated with the NAM
are relatively large. Interannual-to-decadal variations in SLP
gradients associated with the NAM have amplitudes of
several millibars, similar to the scale of spatial gradients
in the climatological SLP fields. (See the technical reports

from the International Arctic Buoy Program [e.g., Rigor and
Heiberg, 1997].) Thus, in the quadratic coupling used in
equation (33) the square of the SLP gradient associated with
the NAM will not be dominated by the interaction of the
NAM with the rest of the SLP field. Secondly, as noted
above, the geometry of the Arctic allows for the excitation
of relatively annular motions in the ocean. Coastal Kelvin
waves and topographic Rossby waves can circumnavigate
the Arctic quickly, whereas planetary Rossby waves prop-
agate very slowly. The fortuitous alignments of the Arctic
shelf-break and coastlines with isolines of the NAM SLP
pattern allow the ocean to respond readily to the annular
mode, in the fashion described above.
[44] Finally, we make no claims that divergence associ-

ated with the annular mode is the only mechanism affecting
the sea-surface height and the depth of the pycnocline in the
Arctic. Non-annular wind patterns, density changes, direct
affects of air pressure (the ‘‘inverse barometer’’), and glacial
rebound all play a role. However, it does appear that
on interannual to decadal timescales the annular mode
forcing is at least capable of exerting a dominant influence.
Proshutinsky et al. [2004] analyzed the secular trend in SSH
from Siberian tide gauges over about the same period as we
discuss in this paper. They found that winds do not
dominate, playing a role on par with glacial rebound,
secular trends in density, and direct air pressure (inverse
barometer) effects. This is not a contradiction with the
results shown in our Figure 6a; the secular trend in SSH
from Proshutinsky et al. is about .18 cm per year while the
standard deviation of interannual tide gauge heights is about
6 cm. While the winds may dominate SSH variability on
interannual timescales, their residual effect on interdecadal
scales is much diminished.

7. Conclusion

[45] The simple model described above shows that in the
Arctic the first order response of the ocean to annular mode
forcing is a change in the average meridional gradients of
the sea-surface height and pycnocline depth, and a corre-
sponding increase or decrease of the eastward flow around
the basin. In the high-resolution NAMES, the currents asso-
ciated with a positive (or negative) shift in the NAM draw
Atlantic water more (or less) quickly into the Canadian side
of the Arctic [Maslowski et al., 2000]. They also redistribute
freshwater plumes from the shelf seas, and play an impor-
tant role in modulating the export of buoyant Polar Water to
the Nordic seas and Baffin Bay [Newton, 2001; Maslowski
et al., 2004; Schlosser et al., 2002; R. Newton et al., manu-
script in preparation, 2006]. This mechanism is consistent
with the phenomena explored by Proshutinsky and co-
authors [e.g., Proshutinsky and Johnson, 1997; Dukhovskoy
et al., 2004]. However, we do not see their 14-year time-
scale in the tide gauge data, nor do we see evidence for a
coupled mode local to the Arctic region. The correlation
between the several indices of Figure 7 indicates that the
Arctic SSH tilt is part of a mode of variability that involves
much of the Northern Hemisphere atmosphere. Even without
understanding the roots of such variability, the links discussed
above may have broader diagnostic value. In particular,
shifts in the sea-level pressure, geopotential height of the
atmosphere, or coastal SSH might be used to diagnose shifts
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in some of the large-scale currents over the Arctic Basin and
freshwater export from the Arctic to the Nordic seas and
Baffin Bay. Assuming the outflow amplitude to be controlled
by geostrophy, the results above imply that large-scale wind
patterns such as those associated with the NAO or the AO
indexes, may significantly modulate the outflow of buoyancy
from the Arctic to the North Atlantic.
[46] Probably the most serious model simplifications are

the exclusion of bathymetry, which cuts the Arctic into two
major sub-basins (Eurasian and Canadian) and then each of
these into two or three minor basins (Nansen, Amundsen,
Makarov, Canada), and the simplification of the atmospheric
forcing. These excluded dynamics would alter the simple
SSH, pycnocline and circulation modes. However, the ex-
treme simplicity of our model is useful in understanding the
basic dynamics we describe, while comparison with data
demonstrates that this simple approach has some relevance
to the real Arctic Ocean.
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