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ABSTRACT

An ensemble local hydrologic forecast derived from the seasonal forecasts of the International Research
Institute for Climate Prediction (IRI) is presented. Three-month seasonal forecasts were used to resampl e historical
meteorological conditions and generate ensemble forcing datasets for a TOPMODEL -based hydrology model.
Eleven retrospective forecasts were run at Florida and New York sites. Forecast skill was assessed for mean
area modeled water table depth (WTD) and compared with WTD simulated with observed data. Hydrology
model forecast skill was evident at the Florida site. Persistence of initial hydrologic conditions and local skill
of the IRI seasonal forecast contributed to this local hydrologic forecast skill. At the New York site, there was
no persistence of initial hydrologic conditions and local skill of the IRI seasonal forecast was poor; these factors

precluded local hydrologic forecast skill at this site.

1. Introduction

Recently, we identified a strong association between
mean area water table depth (WTD), as modeled by a
dynamic hydrology model (Stieglitz et al. 1997), which
we here refer to as the Topographically Based Hydro-
logic (TBH) model, and transmission of the Saint Louis
encephalitis (SLE) virusin Indian River County, Florida
(Shaman et al. 2002a). Low modeled WTDs (droughts)
during the spring season were shown to restrict vector
mosquito activity to select habitats preferred by nesting
wild birds. The increased contact of avian hosts and
vector mosquitoes facilitated rapid epizootic amplifi-
cation of the SLE virus. Amplification is a critical com-
ponent of the SLE transmission cycle (McLean and
Bowen 1980), during which the virusis passed between
mosquitoes and susceptible hosts, increasing the infec-
tion rates in both populations. High mosquito infection
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rates are necessary for epidemic transmission of the SLE
virus to humans.

A strong empirical relationship was found between
SLE virus transmission and low modeled WTDs 4
months prior to transmission and arising of water table
1-2 weeks prior to transmission (Shaman et al. 2002a).
The rising modeled WTD, that is, a wetting of the land
surface, increases the availability of suitable habitatsfor
the infected mosquitoes and permits their dispersal
throughout the county. Consequently, contact between
infected mosqguitoes and humans increases, and SLE
transmission to humans occurs.

It is this finding that motivates the current study: the
development of a seasonal forecast of modeled WTD
in south-central Floridain order to predict seasonal SLE
virustransmission. We here present amethod for making
ensemble seasonal forecasts of WTD, as modeled by
the TBH model.

Seasonal streamflow forecasts have been in use for
many years. The National Weather Service (NWS) has
used multiple linear regression models to predict sea-
sonal snowmelt runoff volume. Bayesian Markov mod-
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els have also been developed to predict flood events
(Krzysztofowicz 1983) and to estimate uncertaintiesin
the NWS streamflow forecasts (Krzysztof owicz and Wa-
tada 1986).

Associations between seasonal stream discharge and
large-scale, regional climate phenomena, such as the El
Nifio-Southern—Oscillation (ENSO), have also been
documented (Richey et al. 1989; Simpson et al. 1993;
Chiew et al. 1998; Schmidt et al. 2001). These asso-
ciations have been combined with regression or auto-
regression (Markov) models to create further con-
strained seasonal streamflow forecasts (Hastenrath
1990; Young and Gall 1992; Piechota et al. 1998; Liu
et al. 1998; Berri and Flamenco 1999).

Over the last few decades the NWS has issued En-
semble Streamflow Prediction (ESP) forecasts (Day
1985; Smith et al. 1992; Schaake and Larson 1998).
These 3-month, seasonal forecasts of river flow have
been developed for many of the river systems through-
out the United States. Current conditions, including soil
moisture levels and basin snowpack, are used to ini-
tialize a physically based rainfall-runoff hydrology
model. Local historical records of temperature and pre-
cipitation for the location and season are then used to
force the hydrology model. Each forcing thus produces
a runoff hydrograph based on current conditions and a
historical weather pattern. Together these hydrographs
comprise an ensemble of runoff scenarios, which in ag-
gregate provide a probabilistic picture of possible future
streamflow conditions.

Hamlet and L ettenmaier (1999) adapted the ESP fore-
cast method to include the effects of ENSO and the
Pacific decadal oscillation (PDO) at the ColumbiaRiver.
The authors used these climate phenomenato condition
the probabilities of each historical weather pattern.
Thus, rather than weight each historical record equally,
the forecast state of ENSO and the current state of the
PDO were considered, and some historical weather pat-
terns were favored. The resulting conditioned ensemble
forecast had increased lead time and improved forecast
specificity for April-September.

Here we develop an ensemble forecast of WTD using
the TBH model and seasonal forecasts of temperature
and precipitation from the International Research Insti-
tute for Climate Prediction (IRI). The IRI seasonal fore-
casts (Table 1) are derived from global climate models
(GCMs). The teleconnective effects of regional climate
phenomena, such as ENSO and the PDO, as well as
local sea surface temperatures (SSTs), are accounted for
in this dynamic framework. These forecasts define con-
ditional probabilities of temperature and precipitation,
that is, deviations from climatology, given the current
and projected state of the global climate system. We use
these conditional probabilities to sample historical me-
teorological records and drive an ensemble hydrologic
forecast using the TBH model.

We apply this methodology at two sites: Vero Beach,
Florida, where the association between TBH-modeled

TABLE 1. The 11 retrospective IRI seasonal forecasts run at each site. These runs were performed through 2001 for all seasonal forecasts for which both precipitation and temperature

predictions were available, and in which at least one of these two variables deviated from climatology.

Vero Beach, FL

Black Rock Forest, NY

Precipitation

Temperature

Precipitation

Temperature

Dry Moderate

High

Moderate

Dry Moderate Wet

High

Moderate

Date
JFM 1998

AMJ 1998
JAS 1998
OND 1998
JFM 1999
AMJ 1999
JAS 1999
JFM 2000
AMJ 2000
JAS 2000
JFM 2001
JAS 2001
OND 2001
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WTD and SLE transmission has been established; and
at the Black Rock Forest experimental watershed, in
Orange County, New York. At both sites, the TBH mod-
el has been validated by hydrograph comparison [see
Shaman et al. (2002b) and below]. Because our overall
goal is to produce an SLE forecast, modeled mean area
WTD is our forecast metric. Unlike streamflow, mod-
eled mean area WTD is a variable wholly internal to
the validated model. Within this validated model frame-
work, however, modeled WTD is a well-constrained
quantity and grossly representative of area-integrated
wetness conditions. ** Observed” mean area WTD, used
in the assessment of forecast skill, isin fact not observed
but produced by forcing the TBH model with observed
weather conditions.

Section 2 provides a description of the TBH model.
Section 3 gives site descriptions and validation of the
TBH model simulations. Section 4 presents the forecast
methodology. Results from the retrospective forecasts
and an assessment of forecast skill are given in section
5. Section 6 provides discussion.

2. The TBH model

The TBH model employed for this study has been
described by Stieglitz et al. (1997). It combines a soil
column model, which simulates the vertical movement
of water and heat within the soil and between the soil
surface plus vegetation and the atmosphere, with the
TOPMODEL approach (Beven 1986a,b; Beven and
Kirkby 1979), which incorporates the statistics of to-
pography to track the horizontal movement of shallow
groundwater from the uplandsto thelowlands. The TBH
model soil column consists of 10 soil layers. The first
soil layer is 4 cm deep; lower-layer depths are defined
by a geometric progression. Diffusion and a modified
tipping-bucket model govern heat and water flow, re-
spectively (Da Silvaand de Jong 1986). The prognostic
variables, heat and water content, are updated at each
time step. In turn, the fraction of ice and temperature
of a layer may be determined from these variables. A
three-layer snow model is incorporated in the model
structure (Lynch-Stieglitz 1994; Stieglitz et al. 2001).
Transpiration and other surface energy balance calcu-
lations use a standard vegetation model (Pitman et al.
1991) that includes bare soil evaporation and canopy
interception loss. The model has since been updated to
account for the effects of shallow subsurface stormflow
and variable depth to bedrock (Shaman et al. 2002b).

Consistent with the TOPMODEL approach, the depth
of the soil column water table and a probability density
function for soil moisture deficit derived from topo-
graphic statistics are used to determine the saturated
fraction within the watershed (partial contributing area)
and groundwater flow discharge. Soil moisture deficit
is of the form In(a/tangB), where tang is the local slope
angle at a patch on the land surface, and a is the amount
of upslope area draining through that patch. This use of
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TOPMODEL formulations permits the partitioning of
runoff and surface water and the energy fluxes without
the need to model the landscape explicitly. The com-
bined model produces a three-dimensional picture of
soil moisture distribution within a catchment. This ap-
proach to modeling the land surface has been validated
at several watersheds, ranging in scale from 1.35 km?
(Shaman et al. 2002b) to 570 000 km? (Ducharne et al.
2000).

The TBH model simulates soil column wetness con-
ditions down to depths on the order of meters, that is,
the shallow subsurface. By tracking the wetness state
of the shallow subsurface, and by accounting for to-
pographic variability, basin river discharge may be well
simulated in a TOPMODEL framework (Beven and
Kirkby 1979; Sivapalan et al. 1987; Ambroise et al.
1996; Stieglitz et al. 1997). In this framework, the
matching of modeled streamflow with measured records
implies that mean basin near-surface wetness conditions
controlling model streamflow discharge are well con-
strained. This is particularly true for smaller hillslope
catchmentsin which discharge from deep aquifer waters
is minimal. For the sites modeled in this study, deep
aquifer discharge contributions to runoff are negligible.
In the TBH model, modeled WTD is the variable that
best represents the overall wetness conditions of sim-
ulated basins.

The TBH model was designed to be forced with an
hourly record of seven surface meteorological variables:
air temperature, precipitation, relative humidity, surface
pressure, wind speed, downwelling longwave radiation,
and solar radiation. However, such hourly meteorolog-
ical data is not available at many locations. For this
study, rather than restructure the model to operate with
daily forcing of fewer variables (e.g., only temperature
and precipitation), we instead use a resampling proce-
dure to generate hourly meteorological records. This
process makes use of available hourly datasets in the
vicinity of the forecast area and the National Climate
Data Center (NCDC) Solar and Meteorological Surface
Observation Network (SAMSON) dataset, which pro-
vides 30 yr of hourly surface meteorological observa-
tions at 262 stations throughout the continental United
States. A complete description of the resampling pro-
cedure is provided in appendix A.

3. Site descriptions

Two sites were used in this study: the Black Rock
Forest experimental watershed in Orange County, New
York; and Vero Beach, Indian River County, Florida
The Black Rock Forest experimental watershed was
chosen for this study because the hydrology of the catch-
ment is documented and has been well simulated (Sha-
man et al. 2002b). However, the areais not one in which
the IRI seasonal forecast has demonstrated skill—that
is, it is a better forecast than climatology (Rajagopalan
et al. 2002). The second site, Vero Beach, was chosen
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Black Rock Forest
Orange County

Fic. 1. Map of Black Rock Forest, NY, and the greater area. The catchment simulated (Cascade Brook)
is shaded. The location of the weir (W), hourly Black Rock (M), and daily West Point (D) meteorological
stations are denoted.

for this study because it is the area in which the inci-
dence of SLE virus transmission has been associated
with mean area WTD as represented by the TBH model
(Shaman et al. 20024). It is also an area of good forecast
skill (Rajagopalan et al. 2002), due to its proximity to
ocean waters, sensitivity to SSTs (Barnett and Preisen-
dorfer 1987), and strong ENSO teleconnection (Rope-
lewski and Halpert 1986, 1989; Green et al. 1997).

a. The Black Rock Forest experimental water shed

The Black Rock Forest is a 15-km? preserve located
in the Hudson Highlands region of New York (Fig. 1;
Table 2). Withintheforest lies Glycerine Hollow, a1.35-
km?2 experimental catchment drained by a single stream,
Cascade Brook. Average hourly discharge from Cascade
Brook is monitored continuously using a V-notch weir
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TaBLE 2. Summary of properties at the Black Rock and Vero
Beach study sites.

Black Rock Vero Beach
Catchment size 1.35 km? Unknown
Topography Steep Very flat
Vegetation Deciduous forest ~ Citrus groves, hammocks
Water control No Yes
Snowfall Yes No (generally)

installed in 1998. Hourly measurements of precipitation,
air temperature, dewpoint temperature, incoming short-
wave radiation, and wind speed, taken within the forest,
are also available from 1998 to the present. Hourly ther-
mal radiation for the site is calculated following the
methodology of Anderson and Baker (1967). Daily re-
cords of temperature and precipitation from 1950 to the
present are available from the U.S. Military Academy
at West Point meteorological station, which is approx-
imately 4 km from the catchment.

For the purposes of resampling, the local hourly me-
teorological record at Black Rock (1998-01) was sup-
plemented with 1965-90 hourly data from the Wilkes—
Barre/Scranton site of the NCDC SAMSON dataset.
Seasonal means and ranges of temperature and precip-
itation, as well as latitude and altitude, are similar to
those at Black Rock. A resampled hourly record from
1950 through March 2001 was generated using the West
Point daily data, the Black Rock hourly data, and the
Wilkes-Barre/Scranton hourly data. The topographic
statistics (i.e., probability density function of soil mois-
ture deficit) for the Black Rock watershed were calcu-
lated from a 10-m-cell U.S. Geological Service (USGS)
National Elevation Dataset Digital Elevation Model
(DEM) of the area.
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The TBH model was calibrated for January 1998
through September 2000. Figure 2 displays the 1999
hydrograph for Black Rock from a model simulation
with the resampled hourly record, as well as the mea-
sured hydrographic record (only 1 yr is displayed for
better clarity). Hydrograph comparison provides an in-
tegrated assessment of the TBH model depiction of area
hydrologic processes. The model simulations and weir
measurements are well matched in this experimental
watershed (r = 0.91 and rms error is 1.6 X 103 m
day~* for 1998-2001). For example, the flood due to
Hurricane Floyd in September 1999 is well depicted, as
is the large storm event in March 1999. Streamflow is
accurately constrained, reflecting a good TOPMODEL -
based depiction of mean catchment wetness conditions,
including WTD and soil moisture content.

Figure 3 shows a 20-yr time series of modeled weekly
mean area WTD (representing mean wetness conditions)
for 1980—99. The catchment soils in Black Rock are
shallow (modeled to a depth of 1 m), and the terrain is
steep. The water table responds rapidly to forcing ef-
fects, and there appearsto belittle persistence. However,
driest conditions occur in summer and wettest in winter,
as seasonal wetting and drying at this latitude are co-
ordinated by snowpack development and ablation, and
leaf flush and fall.

b. Vero Beach, Indian River County, Florida

Indian River County is located on the east coast of
peninsular Florida (Fig. 4). Areatopography isflat, and
the landscape is laced with canals facilitating water con-
trol and drainage. Citrus groves predominate much of
the county (see Table 2). An hourly meteorological da-
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Fic. 2. A 1999 daily streamflow hydrograph for Black Rock from model simulation with the resampled
hourly record. The solid line is measured runoff; the dotted line is model simulation of runoff. Streamflow
is accurately constrained, reflecting a good depiction of mean catchment wetness conditions within the
TOPMODEL framework, including WTD and soil moisture content.
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FiG. 3. Time series of weekly mean catchment WTD as modeled at Black Rock, 1980-99. Negative depths
(m) indicate distance below the land surface. The water table responds rapidly to forcing effects, and there
is little persistence of wetness conditions. Seasonal wetting and drying at this latitude are coordinated by
snowpack development and ablation, and leaf flush and fall.

taset from 1984 to 1995 was assembled from NCDC
archives for Vero Beach. Solar radiation data were pro-
vided by the Northeast Regional Climate Center
(NRCC) from analysis of the NCDC data using the
NRCC solar energy model (DeGaetano et al. 1995). A
1949-2001 daily record of surface air temperature and
precipitation at the Vero Beach 4W meteorological sta-
tion was downloaded from NCDC archives. This daily
record and the 1984-95 hourly record were used to
generate a 1949-2001 resampled hourly record.

Topographic statistics for the Vero Beach area were
generated from a10-m-cell USGS DEM of south-central
Florida. A 34.9-km? catchment, delineated by the
TarDEM version 4 freeware routing program (Tarboton
2001), was chosen as a representative watershed and
used for model simulations. Discharge data from the
USGS South Main Canal in Vero Beach were used for
hydrograph validation and model calibration.

Figure 5 shows the measured and modeled hydro-
graphs of mean weekly runoff at the Vero Beach site
for 1991. The USGS provides no drainage area for this
hydrograph station; normally we would use this area
measure to validate the model hydrograph in units of
meters per day. This division (removal of the area)
would reduce any errors caused by incorrect delineation
of the watershed basin boundaries. In Florida, this is
particularly problematic due to the flat lay of the land
and channelization, which make basin boundary deter-
mination suspect. We aligned the model watershed as
best we could with the South Main Canal. Hydrograph
validation is performed in units of cubic meters per day.

Due to channelization and water control in this south
Florida area, measured canal discharge is often altered
during storm events and will differ from the TBH model
simulation. Channelization increases runoff rates local-
ly, but other effects, including damming, diversion, and
tidal flow, can suppress runoff levels. The interaction
of these factors produces a noisier, less predictable run-
off signal. Still, the model captures storm event timing
and the relative magnitudes of runoff volume. Corre-
lation of the daily modeled and measured hydrographs
for 1984-95isr = 0.34 (p < 0.001); weekly smoothed
correlation is r = 0.61 (p < 0.001); and monthly

smoothed correlation isr = 0.68 (p < 0.001). Fortu-
nately, the longer time periods are most relevant for our
purposes.

Model partitioning of runoff and evapotranspiration
also match bulk estimates taken from USGS sources
(Sumner 2001). In addition, daily fluctuations in the
height of groundwater well IR0312, a confined artesian
aquifer (see Fig. 4 for location), provided by the St.
John’s River Water Management District for 1983—
2001, are well correlated with modeled mean areaWTD
(r = 0.66). It must be noted that the dynamics of this
confined aquifer are not simulated in the TBH model
and should not be considered the same quantity as mod-
eled WTD. Recharge of the IR0312 well occurs to the
west of Indian River County, and aquifer levels drop
during drought when agricultural and homeowner usage
of these groundwatersincreases. Much of the correlation
we found between modeled WTD and the IR0312 well
is no doubt due to this human response to drought con-
ditions, not natural fluctuationswithin the aguifer. How-
ever, both modeled WTD and the IR0312 well mea-
surements are indicative of drought conditions, the for-
mer through simulation of near-surface wetness con-
ditions, the latter because of the human response to
drought conditions (increased use of aquifer waters).

The metric we wish to forecast, modeled mean area
WTD, is not a measured quantity. Rather, it represents
the aggregate wetness of the near-surface soil column
and the extent of surface water pooling. By validating
the TBH model with streamflow, bulk partitioning of
discharge and evapotranspiration, and groundwater
measurements to the extent we have been able at Vero
Beach, we assert that modeled mean area WTD is a
constrained quantity that simulates area wetness and
drought. Krzysztofowicz (1991) has suggested that
mean WTD can be used as a variable indicator of
drought. Viewed through time, modeled mean area
WTD provides a record of the relative wetness in the
area, with the highs and lows representing wet and dry
conditions, respectively.

We would like to stress that in the Florida environ-
ment both the South Main Canal streamflow and the
IR0312 groundwater well validation records are subject
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Vero Beach

K Indian River County

Fic. 4. Map of the Vero Beach, Indian River County, FL, site. The locations of the USGS South
Main Canal discharge measurement, groundwater well IR0312 (G), and the Vero Beach 4W meteoro-

logical station (M) are indicated.

to numerous confounding factors. It is for these reasons
that validation of modeled WTD forecastsis performed
internally to the model, not against groundwater well
IR0312 measurements. In doing so, we assume that the
TBH model correctly simulates the relative wetness of
the near-surface soil column in the modeled area.
Figure 6 displays the 1980—99 time series of modeled
weekly mean area WTD at Vero Beach. Unlike Black

Rock, the Vero Beach site is subject to year-round plant
activity, a flatter topography that reduces runoff rates,
the absence of snow, and a deeper soil column. The
depth of the water table also varies on longer timescal es
at Vero Beach than at Black Rock, suggesting greater
system memory and persistence of wetness condition
anomalies. Some years remain very wet; other years
remain very dry.
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Fic. 5. The 1991 weekly streamflow hydrograph for Vero Beach from model simulation with the
resampled hourly record. The solid line is runoff measured at the South Main Canal, Vero Beach; the
dotted line is model simulation of runoff. Units are m? day -*. Due to channelization, water control,
and an uncertain drainage area, the magnitudes of discharge are not well matched; however, the weekly
modeled and measured hydrographs are well correlated (r = 0.61).

4. Methods
a. Forecast methodology

The IRI seasonal forecasts provide forecast proba-
bilities for precipitation and temperature (Mason et al.
1999). Historical records based on station or regional
data are used to delineate tercile boundaries for each
variable. The forecast is then issued as the probability
of a variable falling within each tercile. Forecasts are
provided globally at 2° X 2° resolution; however, fore-
cast skill varies with location (Rajagopalan et al. 2002).

Table 1 provides alisting of the IRI seasonal forecasts
used in this study. Runs were performed through 2001
for al seasonal forecasts for which both precipitation
and temperature predictions were available, and for

which at least one of these two variables deviated from
climatology. These seasona forecast probabilities of
precipitation and temperature were used to generate
forecast forcing ensembles for the hydrology model.
The methodology isasfollows. At Black Rock and Vero
Beach the resampled hourly records (1950-97 and
194997, respectively) are used to determine tercile
boundaries for both temperature and precipitation. For
instance, July—August—September (JAS) tercile bound-
aries for precipitation at Black Rock are determined by
totaling the 3-month JAS precipitation record of each
year of the resampled hourly record, ordering these to-
tals, and using the 33d and 66th percentiles as bound-
aries to group the records in dry, moderate, and wet
bins. The IRI seasonal forecast probabilities are then

A TS TR TS
=1 A
M‘\"’ SIS [ |

1984 1985 1988

1980

1992 1994 1998

Fic. 6. Time series of modeled weekly mean area WTD as modeled at Vero Beach, 1980-99. Negative
depths (m) indicate distance below the land surface.
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used to sample randomly within the bins and generate
a 500-member forecast forcing ensemble. This binning
and random sampling is performed in 3-month blocks,
thus preserving the statistical structure of multiday me-
teorological events. For instance, theforecast over Black
Rock for JAS 1998 (see Table 1) predicts a 45% chance
of wet tercile conditions; therefore, an ensembleforecast
is generated in which 225 of the records are randomly
chosen from among the wettest third of local historic
hourly JAS meteorological scenarios.

To increase the sample size used to delineate the ter-
cile boundaries, resampled hourly records were used
beginning from —10, —5, 0, +5, and +10 days of the
seasonal forecast. Thus, for the JAS example, totals of
precipitation were made for each year of the resampled
hourly record for the 92 days beginning 21 June, 26
June, 1 July, 6 July, and 11 July. Thisprovided afivefold
increase in meteorological scenarios from which cli-
matology was derived and forcing forecasts were gen-
erated. Five- and 10-day shifts were chosen to provide
more variability among seasonal records than 1- and 2-
day shifts would afford. By staying within =10 days,
temperature and solar insolation intensities remain rep-
resentative of local conditions for the time of year.

The IRI seasonal temperature and precipitation fore-
casts were used jointly to select hourly meteorological
scenarios for the ensemble forecasts. At present, these
seasonal forecasts are issued as marginal probabilities—
that is, they are independent of one another. Thus, for
each local hydrological forecast, three potential con-
straints are available: the marginal seasonal forecast of
precipitation; the marginal seasonal forecast of temper-
ature; and the local, seasonal historic joint distribution
based on climatology. A variety of weighting schemes
are available by which these data can be combined (e.g.,
preserving one or both marginal probabilities, main-
taining ratios within the historic joint distribution, etc.).
We tested two such schemes: an independent scheme,
in which the historic joint distribution is ignored and
only the marginal probabilities are used; and aweighted
scheme, in which the marginal probabilities are main-
tained and some of the local historic (climatological)
dependence of precipitation and temperature on one an-
other is preserved. The effect of weighting with the
historic joint distribution was small; consequently, little
difference in forecast skill was found between the two
schemes. For brevity we only present the independent
scheme.

The independent scheme forecasts were produced by
multiplying the marginal seasonal forecast probabilities
of temperature and precipitation. At both sites, 11 such
independent joint distribution forecasts were generated,
using the IRl seasonal forecasts listed in Table 1. From
these joint distribution forecasts, 500-member retro-
spective forecast ensembleswere then generated. Inrun-
ning each ensemble, the TBH model was spun up and
forced with the resampled hourly record up to the point
of forecast (e.g., for the JAS 1998 forecast, the model
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TABLE 3. Max, min, and tercile values of WTD from three initial
condition ensembles, AMJ 1998, 1999, and 2000, and from the mod-
eled WTD climatology for AMJ. Units are m (below the surface).

Vero Beach
AMJ 1998 AMJ 1999 AMJ 2000 AMJ
Max —0.280 —0.657 —-0.740 —0.653
66% —0.644 —1.094 —1.187 —0.980
33% —0.789 -1.199 —1.302 -1.161
Min —0.881 —-1.277 —1.376 —1.485

was run with the resampled hourly record through 30
June 1998). The final 3 months were then forced with
a member of the ensemble. This process was repeated
for each member of each 500-member ensemble. A sin-
gle 3-month simulation was also performed using the
observed meteorological record.

b. The climatologies

For the purposes of comparison and assessment of
forecast skill two climatologies were constructed. The
first of these, which we refer to as a modeled WTD
climatology, was derived from single runs of the hy-
drology model with the full, resampled hourly records
at Black Rock and Vero Beach. These runs respectively
provided 48 and 49 yr of continuous simulation of mod-
eled WTD. The second type, which we refer to as an
initial condition ensemble, was constructed in the same
fashion as the forecast ensembles, but by assuming a
climatological seasonal forecast, that is, a one-third
probability seasonal forecast for each tercile of precip-
itation and temperature.

The modeled WTD climatologies have a fixed dis-
tribution for a given season and location. However, the
distributions of the initial condition ensembles vary
from year to year and are dependent on land surface
conditions directly preceding the ensemble run; that is,
AMJ 1998 is not same as AMJ 1999. As an example,
Table 3 shows the Vero Beach tercile probabilities for
AMJ 1998, AMJ 1999, and AMJ 2000 from the initial
condition ensembles, as well as for AMJ from the mod-
eled WTD climatology. The three initial condition en-
sembles do not produce the same distribution of mod-
eled WTDs, even though all three were generated using
the same seasonal distribution of weather conditions.
These differing tercile probabilities are due to different
initial conditions, that is, differing states of water and
heat within the model soil column on 31 March 1998,
1999, and 2000. At Vero Beach, the initial conditions
used for each initial condition ensemble persist over the
3-month run period and bias the initial condition en-
semble distributions. For instance, AMJ 1998 is much
wetter than the other years. In distinction, the modeled
WTD climatology for AMJ at Vero Beach is built from
adistribution of initial 31 March conditions (1949-97),
as well as the seasonal distribution weather conditions.
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(It possesses a broader range of climatological condi-
tions and is, in a stricter sense, the true climatology.)

For this study, we performed three sets of compari-
sons: 1) comparison of the forecast ensembleswith mod-
eled WTD climatology; 2) comparison of theinitial con-
dition ensembles with modeled WTD climatology; and
3) comparison of the forecast ensembles with their cor-
responding initial condition ensembles. Thefirst of these
comparisons examines the hydrologic predictive skill
gained by both knowledge of initial hydrological con-
ditions and the local seasonal forecast of weather con-
ditions. The second comparison examines the hydro-
logic predictive skill gained with only knowledge of the
initial hydrologic conditions. The third comparison ex-
amines the hydrologic predictive skill gained from only
the IRI seasonal forecast of weather conditions.

5. Results
a. Forecast modeled water table depth

Figure 7 shows the deviations of forecast ensembles
from modeled WTD climatology. Three-month averages
of modeled WTD climatol ogy for each season were used
to establish tercile boundaries. The 3-month averages

of the forecast ensembles were then binned according
to these tercile boundaries. Also shown are the binsin
which the 3-month average of modeled WTD for sim-
ulation with the observed meteorological record fell
(indicated by ‘“x’"). From these binnings it is evident
that the forecasts at Vero Beach produce a good pre-
diction of future hydrologic conditions. For instance,
when the forecast predicts a high probability of dry
conditions, that is, greater than the climatological one-
third probability, real-data simulated conditions are of-
ten dry. At Black Rock, however, the forecasts are often
poor, predicting very high probabilities (>0.5) for con-
ditions that are not realized.

Figure 8 shows the deviations of the initial condition
ensembles from the modeled WTD climatology. Again,
at Vero Beach there appears to be good prediction of
future hydrologic conditions, but at Black Rock the pre-
dictions are poor. These results suggest that at Vero
Beach, knowledge of initial conditions, combined with
climatological forcing, is adequate to produce a good
forecast.

Figure 9 shows the deviations of the forecast ensem-
bles from their initial condition ensemble counterparts.
In this analysis, 3-month averages of modeled WTD for
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TaBLE 4. Ranked probability skill scores and their statistical significance at Black Rock and Vero Beach based on all 11 retrospective
ensembles. Three comparisons are presented for each site. RPSS and significance were calculated for tercile binning and are shown for
varying time periods of the 3-month forecast. Values significant at p < 0.05 are in boldface; * values are significant at p < 0.001.

Forecast ensemble vs

Initial condition

Forecast ensemble

modeled WTD ensemble vs model vs initial condition
climatol ogy WTD climatology ensemble

Black Vero Black Vero Black Vero

Site Rock Beach Rock Beach Rock Beach

First month -0.31 0.89* -0.25 0.87* —0.07 —0.00
Second month -0.21 0.57* -0.20 0.50* —0.00 0.04
Third month —0.26 0.39* -0.27 0.28* —0.03 0.14*
All 3 months -0.35 0.66* -0.35 0.54* 0.00 0.14*

each member of an initial condition ensemble were used
to establish tercile boundaries. The 3-month averages
of its counterpart forecast ensemble were then binned
according to these tercile boundaries. IRI seasonal fore-
casts of temperature and precipitation with larger de-
viations from climatology tended to produce greater de-
viations from climatology for modeled WTD. Also
shown are the bhins in which the 3-month average of
modeled WTD from simulation with the observed me-
teorological record resides. Based on these binnings, it
appears that the hydrologic predictions at Vero Beach
are not as good when the effects of initial conditions
are excluded; however, the predictions of future hydro-
logic conditions at Vero Beach still appear to be better
than the predictions for Black Rock.

b. Assessment of forecast skill

To assess the forecast skill more formally, we used
the Ranked Probability Skill Score (RPSS) (Wilks 1995)
(see appendix B for details). Three RPSS analyses were
performed. In the first analysis we compare the forecast
ensembles with modeled WTD climatology. Table 4
showsthe RPSS cal culated for the 11 forecast ensembles
at Black Rock and Vero Beach for monthly and seasonal
forecast time periods. At Vero Beach there are signifi-
cant levels of skill for month-long and longer intervals
(p < 0.001); however, at Black Rock no forecast skill
is evident.

In the second analysis, we compared the initial con-
dition ensemble with modeled WTD climatology. Table
4 also shows the RPSS cal culated for the 11 initial con-
dition ensembles at Black Rock and Vero Beach for a
range of forecast time periods. Again, at Vero Beach,
highly significant levels of skill are evident at month-
long and longer intervals (p < 0.001), though these
RPSS values are not as high as for the forecast ensem-
bles. Thisresult again showsthat the simple use of initial
hydrologic conditions and climatological weather con-
ditions produces a skillful seasonal forecast of local hy-
drologic conditions at Vero Beach. It demonstrates the
persistence of wetness conditions at this site. At the
faster responding Black Rock site, however, no skill of
forecast is evident.

For the third analysis, we compared the forecast en-
sembles with the initial condition ensembles. Table 4
showsthe RPSS cal culated for the 11 forecast ensembles
at Black Rock and Vero Beach for a range of forecast
time periods. Again, there is no skill evident at Black
Rock; however, at Vero Beach, there are significant lev-
els of skill for forecasts of the second and third months
(p < 0.05, 0.001) and all 3 months of the season (p <
0.001), indicating that a significant level of skill is con-
tributed by the IRI seasonal forecasts.

6. Discussion

We find local hydrologic forecast skill at Vero Beach,
Florida, but not at Black Rock Forest, New York. Two
factors contribute to the hydrologic forecast skill at Vero
Beach: persistence of hydrological anomalies, and skill
of the IRI seasonal forecast of temperature and precip-
itation. The RPSS analyses at Vero Beach show that
some skill is added through use of the IRI seasonal
forecast distributions, but that most of the forecast skill
derives from knowledge of the initia wetness state at
the time of forecast.

Comparison of the initial condition ensembles and
modeled WTD climatology demonstrates the sensitivity
of the land surface to initial wetness conditions and
provides evidence for the seasonal persistence of WTD
anomalies at Vero Beach. Use of climatological forcing
conditions in conjunction with known initial wetness
conditions produces a skillful local hydrologic forecast.
Such an ensemble forecast is very similar to the NWS
ESP forecasts. Thus, in the absence of a seasonal fore-
cast of temperature and precipitation, a skillful local
seasonal forecast of modeled WTD could still be pro-
duced at Vero Beach.

Figure 10 shows|ag autocorrel ation diagrams of mod-
eled mean area WTD at both the Black Rock and Vero
Beach sites. The Vero Beach site possesses a much lon-
ger decorrelation length than Black Rock; at 90 days,
the lag autocorrelation at Vero Beach is still r = 0.45,
whereas at Black Rock it isr = —0.02. These differ-
ences provide evidence for the seasona persistence of
wetness anomalies at Vero Beach but not at Black Rock.

Examination of Figs. 3 and 6 provides further evi-
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dence for the seasonal persistence of WTD anomalies
at Vero Beach but not at Black Rock. The Florida site
is much more slowly varying and possesses a more pro-
nounced interannual variability than the New York site.
At Vero Beach, model system water loss occurs pre-
dominantly through evapotranspiration, which accounts
for over 80% of the total precipitation. At the steeper-
sloped and shallower-soiled Black Rock site, runoff and
evapotranspiration contribute equally to water loss (data
not shown). Consequently, anomalies persist longer at
Vero Beach, whereas Black Rock dries more quickly.
Furthermore, other factors controlling land surface hy-
drology, such as snowpack development and ablation,
and leaf flush and fall, occur at the temperate New York
site. These processes define a more regular seasonal
cycle at Black Rock and return local wetness conditions
to apreferred seasonal mean state. At Vero Beach, where
these processes are not present, pronounced anomalies
may persist through several seasons.

Because land surface hydrology is more simply con-
trolled in Florida, that is, water comes into the system
viaprecipitation and | eaves predominantly through year-
round evapotranspiration, the area is more sensitive to
weather anomalies. The comparison of the forecast en-
sembles with the initial condition ensembles demon-
strates this sensitivity. At Vero Beach, the skill of the
IRI seasonal forecast downscales through to the local,
seasonal (3 month) hydrologic forecast. Most of this
“downscaled” skill is derived from the precipitation
forecast. Comparison of Table 1 and Fig. 9 reveals that
the seasonal forecast probabilities for precipitation
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closely matched the outcome binning (wet, moderate,
dry) of modeled WTD when the effects of initia con-
ditions are accounted for. On the other hand, at Black
Rock, the IRl seasonal forecast has poor skill (Raja-
gopalan et al. 2002), and the hydrology of the areais
significantly affected by runoff, snowpack processes,
and seasonal plant activity. Consequently, no local hy-
drology forecast skill is gained through downscaling of
the IRI seasonal forecast at Black Rock.

The method described here could be adapted for use
with other hydrology models, including statistical (re-
gression) models. A means of accounting for current
wetness conditions would be needed; then an ensemble
of trace forecasts would need to be run through the
regression model using conditional probabilities based
on the IRI seasonal forecasts. We do not believe that
either dynamic or statistical models are intrinsically su-
perior; rather, each form has its advantages. Much as a
number of statistical and dynamic models are used for
ENSO forecasting (Barnston et al. 1999), a suite of mod-
el types used for hydrologic forecasting would likely
provide more skillful predictions.

The TBH model used in this study was designed to
be run as the land surface component of a GCM, and
as such was structured as a physically based hydrology
model driven by hourly input. When run offline, as in
this study, we maintain the hourly time step structure
that has been validated and applied to numerous wa-
tersheds (Stieglitz et al. 1997; Ducharne et al. 2000;
Stieglitz et al. 2000; Shaman et al. 2002b). We expect
that a daily time step hydrology model, used with the
methodology presented in this study, would produce
similarly skillful seasona hydrologic forecasts. Histor-
ical daily data are more readily available than hourly;
however, generation of the resasmpled hourly record is
not particularly time consuming. Hourly datasets needed
for resampling, such as the NCDC SAMSON dataset,
arereadily available. In addition, the Global Energy and
Water Cycle Experiment (GEWEX) Continental-Scale
International Project (GCIP) Land Data Assimilation
System (LDAS) Project has begun producing a real-
time, hourly, distributed simulation of land surface con-
ditions at 0.125° resolution for the entire continental
United States (Mitchell et al. 1999).

Our results suggest that skillful local hydrologic fore-
casts using the described methodology should be pos-
sible in regions where WTD anomalies tend to persist.
Such areas will have a less responsive water table and
may have fewer processes controlling the local hydro-
logic cycle. Tropical and subtropical regions, as well as
flatter areas, often meet these criteria and may yield
skillful hydrologic forecasts. Areas where the IRI sea-
sonal forecast has demonstrated skill would also be can-
didates for this type of local hydrologic forecast.

Use of the methodology presented will enable oper-
ational forecasts of local near-surface wetness condi-
tions in areas of seasonal forecast skill, and permit ap-
plication of these hydrological forecasts to water man-
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agement, public health, and agricultural decision mak-
ing. As understanding of regional climate phenomena
and the global climate system improves, so should sea-
sonal forecasts of precipitation and temperature. These
improvements should in turn lead to improvements of
hydrologic forecast skill.

The hydrological forecast at Vero Beach is represen-
tative of an operational application, in which hydrolog-
ical conditions are modeled outside the bounds of an
experimental watershed, and where human activity—
urbanization and water control—have altered the natural
environment. While such activity limits the accuracy of
hydrologic simulation, provided that hydrology model
behavior is appropriately constrained and the seasonal
forecasts have demonstrated skill, predictionswithin the
limits of accuracy of the hydrology model may still be
realized. At Vero Beach, where IRI seasonal forecast
skill is good, forecasts of mean area WTD, dependent
on antecedent conditions, vegetation and soil types, to-
pography, and seasonal forecast probabilities, appear to
be authenticated by comparison to the model forced with
observed meteorological conditions. These forecasts
will permit probabilistic prediction of future hydrologic
conditions. In the Vero Beach area, we have demon-
strated the link between modeled WTD and amplifica-
tion and transmission of the Saint Louis encephalitis
virus (Shaman et al. 2002a). We are currently producing
a seasonal forecast of these disease-related variables.
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APPENDIX A

Generation of the Resampled Hourly Forcing
M eteor ological Records

Local hydrologic forecast with the TBH model re-
quires a lengthy hourly record of the seven forcing me-
teorological variables. This hourly record is needed for
both determination of local climatological weather con-
ditions and generation of ensemble forecasts. However,
for most areas, hourly records of these seven forcing
variables are limited or discontinuous. Rather than sup-
plement such patchy recordswith hourly recordsderived
from other locales, which may introduce unwanted bi-
ases, we instead use local daily surface records of pre-
cipitation and temperature to resample the more limited,
local hourly record, generating a single, lengthy, con-
tinuous record.
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The resampling is performed as follows. Each daily
record of precipitation and temperature is compared,
using a least squares fit, to al years of the same day of
hourly records, plus or minus 10 days. For instance, a
daily record from 11 January would be compared with
hourly records from all available years for the dates 1—
21 January. For each of the hourly records, total pre-
cipitation and mean temperature are determined. All
seven variables of the day-long hourly record with total
precipitation and mean temperature most closely
matched by least squares fit to the daily record are then
selected. The hourly precipitation and temperature are
then scaled to match the daily totals exactly, and the
mixing ratio is corrected to prevent supersaturation. This
resampling procedure is used both to extend the local
hourly record and to fill in large gaps. We refer to these
extended datasets as resampled hourly records.

Resampling available hourly records in the forecast
area creates hourly conditionswith variability consistent
with local climatology. But clearly different hourly se-
guences can have the same daily mean temperature and
total precipitation. We stress, however, that in the course
of this study, no attempt is made to analyze forecast
skill on hourly, or even daily, timescales. Thetimescales
of forecast are months and seasons. We merely generate
the hourly data to accommodate the TBH model inter-
face. (The TBH model was designed to run as the land
surface component of a GCM. Such models require
short time steps, i.e., hourly or shorter.)

To test whether biases were introduced by the resam-
pling procedure, time periods for which local hourly
datawere available were al so resampl ed, but with choice
of the correct hourly record precluded (thus the resam-
pled hourly record had to differ from the original). The
original hourly record and the resampled hourly record
were then used to force the TBH model, and the results
compared. Biases were nominal, and the simulations of
WTD were highly correlated.

APPENDIX B

Ranked Probability Skill Score (RPSS)

The RPSS is computed by obtaining a ranked prob-
ability score (RPS) of WTD for each ensemble (Wilks
1995). We use a climatology (either theinitial condition
ensembles or modeled WTD climatology) to establish
percentile boundaries, then bin the corresponding fore-
cast ensemble using those boundaries. The forecast RPS
is then calculated as follows:

J
TRPS, = 2 (Fu — Om)?, (B1)
where fRPS,, is the forecast ranked probability score at
location k (Black Rock or Vero Beach) for seasonal
forecast t, F,, is the cumulative probability of the fore-
cast ensemble for bin m and seasonal forecast t, O, is
the cumulative probability of the observation (in this
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case, WTD simul ation with the observed meteorol ogical
record) for bin m and seasonal forecast t, and J is the
number of bins. Since there is only one realization of
actual meteorological events, the observed cumulative
probabilities equal either O or 1.

Similarly the climatological RPS score is obtained by
computing

J
CRPSkt = 21 (Cmt - Omt)zv
where cRPS,, is the climatological ranked probability
score at location k for seasonal forecast t, C,, is the
cumulative probability of the climatology for bin m and
seasonal forecast t, O,, is the cumulative probability of
the observation for bin m and seasonal forecast t, and J

(B2)

is the number of bins. (For tercile binning, C,, = 1/3,
=2/3,and C, = 1)
The RPSS at location k is then computed as
E fRPS,
RPSS, =1 — :n (B3)
Z cRPS,,

An RPSS of 0 represents no improvement of forecast
skill relative to climatology. An RPSS greater than O
demonstrates improvement of the forecast relative to
climatology; an RPSS of 1 is a perfect forecast.
Significance of the RPSS values was assessed using
a Monte Carlo procedure. The null hypothesis is that
the forecasts have no greater skill than climatology.
Such no-skill forecasts were simulated for each forecast
period by randomly selecting WTD values 500 times
from climatology and then binning these values ac-
cording to climatology. One thousand such forecasts
were made, and a mock RPSS was calculated for each.
This distribution of mock RPSS values determined the
likelihood that a given RPSS value was due to chance.
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